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Two defense experts explore the 
collision of war, politics, and social 
media, where the most important 

battles are now only a click away.  

Through the weaponization of social media, the 

internet is changing war and politics, just as war 

and politics are changing the internet. Terrorists 

livestream their attacks, “Twitter wars” produce 

real-world casualties, and viral disinformation 

alters not just the flow of battles, but the very fate 

of nations. The result is that war, tech, and politics 

have blurred into a new kind of battlespace that 

plays out on our smartphones.

 P. W. Singer and Emerson T. Brooking tackle 

the mind-bending questions that arise when war 

goes online and the online world goes to war. 

They explore how ISIS copies the Instagram 

tactics of Taylor Swift, a former World of Warcraft 

addict foils war crimes thousands of miles away, 

internet trolls shape elections, and China uses a 

smartphone app to police the thoughts of its 1.4 

billion citizens. What can be kept secret in a world 

of networks? Does social media expose the truth 

or bury it? And what role do ordinary people now 

play in international conflicts?

 Delving into the web’s darkest corners, we 

meet the unexpected warriors of social media, 

such as the rapper turned jihadist PR czar and the 

Russian hipsters who wage unceasing infowars 

against the West. Finally, looking to the crucial 

years ahead, LikeWar outlines a radical new para-

digm for understanding and defending against the 

unprecedented threats of our networked world.

“LikeWar is a magical combination of history, technology, and  
early warning wrapped in a compelling narrative of how today’s  

information space can threaten the truth, our polity, and our  
security. It’s a page-turner, too, chock-full of deep insights and  

fascinating detail. Sun Tzu tells us to know ourselves, our  
enemy, and our battle space, and LikeWar delivers on all three.”  

— General Michael Hayden, former director of the CIA and NSA,  
and author of The Assault on Intelligence

“Online technology has outrun our social intuitions about  
its power. In vivid prose, Singer and Brooking offer insight  
into the ways that social media can be used to manipulate  

beliefs and attitudes for self-serving purposes.”  

— Vint Cerf, coinventor of the internet and recipient of the  
Presidential Medal of Freedom

“Through a series of vivid vignettes, LikeWar shows how the  
internet has become a new battlefield in the twenty-first  

century, in ways that blur the line between war and peace and 
make each of us a potential target of postmodern conflict.”  

— Francis Fukuyama, author of The End of History  
and director of the Center on Democracy, Development,  

and the Rule of Law, Stanford University

“This book is timely, but the takeaways are timeless.”  

— Ian Bremmer, founder of the Eurasia Group,  
and New York Times best-selling author of Us vs. Them

“LikeWar is scary as hell, as it shows how people can be  

manipulated online to make our worst fears come true.”  

— Jason Blum, producer, The Purge and Get Out
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It sounds a dreadful thing to say, but these are 
things that don’t necessarily need to be true as 
long as they’re believed.

  —  A lex ander Nix
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1
The War Begins
An Introduction to LikeWar

It was an extraordinary life that we were living  —   
an extraordinary way to be at war, if you could call it war.

  —  George Orwell, Homage to Catalonia

THE OPENING SHOT OF THE WAR was fired on May 4, 2009. By all 
appearances, it had nothing to do with war.

“Be sure to tune in and watch Donald Trump on Late Night with Da-
vid Letterman as he presents the Top Ten List tonight!”

When @realDonaldTrump blasted his first bland tweet into the 
ether, there was little to distinguish the account from the horde of other 
brands, corporations, and celebrities who had also joined “social me-
dia.” This constellation of emerging internet services, where users could 
create and share their own content across a network of self-selected con-
tacts, was a place for lighthearted banter and personal connections, for 
oversharing and pontification, for humblebrags and advertising. That 
the inveterate salesman Donald John Trump would turn to it was not 
surprising.

Yet beneath the inanity, Twitter, Facebook, YouTube, and the like 
were hurtling toward a crossroads  —  one that would soon see them 
thrust into the center of civic life and global politics. Just a few years ear-
lier, Twitter had begun as a way for groups of friends to share their “sta-
tus” via text message updates. Now with 18 million users spread around 
the world, the startup was on the brink of a revolutionary success. But 
it would be driven by a different celebrity. A few weeks after Trump’s 
first tweet, superstar entertainer Michael Jackson died. His passing 
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convulsed the internet in grief. Pop music’s irreplaceable loss, however, 
proved Twitter’s gain. Millions of people turned to the social network to 
mourn, reflect, and speculate. The platform’s traffic surged to a record 
100,000 tweets per hour before its servers crashed. People were using 
social media for something new, to experience the news together online.

Trump was also at a crossroads. The 63-year-old real estate magnate 
had just suffered his fourth bankruptcy when Trump Entertainment Re-
sorts (the holding company for his casinos, hotels, and Trump Marina) 
collapsed under a $1.2 billion debt and banished him from the executive 
board. Although he had successfully rebranded himself as a reality-tele-
vision host, that shine was starting to wear off. The Apprentice had fallen 
from its early prime-time heights to the 75th most watched show before 
being put on hiatus. The celebrity spin-off that Trump was promoting 
was still on the air, but its ratings were plummeting. His appearance on 
Letterman was an attempt to stanch the bleeding. It wouldn’t work. In 
The Celebrity Apprentice’s season finale, just six days after Trump’s first 
tweet, more Americans would elect to watch Desperate Housewives and 
Cold Case.

But beneath his shock-blond dome, Trump’s showman’s brain was al-
ready moving on to the Next Big Thing.

The transformation played out slowly, at least for the internet. 
Trump’s initial online messaging was sporadic, coming once every 
few days. In the first years of life, @realDonaldTrump was obviously 
penned by Trump’s staff, much of it written in the third person. The 
feed was mostly announcements of upcoming TV appearances, market-
ing pitches for Trump-branded products like vitamins and key chains, 
and uninspired inspiring quotes (“Don’t be afraid of being unique  —  it’s 
like being afraid of your best self ”).

But in 2011, something changed. The volume of Trump’s Twitter mes-
sages quintupled; the next year, it quintupled again. More were writ-
ten in the first person, and, most important, their tone shifted. This  
@realDonaldTrump was real. The account was also real combative, 
picking online fights regularly  —  comedian Rosie O’Donnell was a fa-
vorite punching bag  —  and sharpening the language that would be-
come Trump’s mainstay. His use of “Sad!,” “Loser!,” “Weak!,” and 
“Dumb!” soon reached into the hundreds of occurrences. Back then, it 
still seemed novel and a little unseemly for a prominent businessman 
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to barrel into online feuds like an angst-ridden teenager. But Trump’s 
“flame wars” succeeded at what mattered most: drawing attention.

As the feed became more personal, it became more political. Trump 
issued screeds about trade, China, Iran, and even Kwanzaa. And he 
turned President Barack Obama, whom he’d praised as a “champion” 
just a few years earlier, into the most prominent of his celebrity targets, 
launching hundreds of bombastic attacks. Soon the real estate devel-
oper turned playboy turned reality show entertainer transformed again, 
this time into a right-wing political power. Here was a voice with the au-
dacity to say what needed to be said, all the better if it was “politically 
incorrect.” Not coincidentally, Trump began to use the feed to flirt with 
running for office, directing his Twitter followers to a new website (cre-
ated by his lawyer Michael Cohen). ShouldTrumpRun.com, it asked.

The technology gave Trump immediate feedback, both validation 
that he was onto something and a kind of instant focus-testing that 
helped him hone and double down on any particularly resonant mes-
sages. Resurrecting an old internet conspiracy, Trump attacked not 
just Obama’s policies but his very eligibility to serve. (“Let’s take a 
closer look at that birth certificate.”) The online reaction spiked. To-
gether, Trump and Twitter were steering politics into uncharted terri-
tory.

Through social media, Trump was both learning how the game was 
played online and creating new rules for politics beyond it. All those 
over-the-top tweets didn’t just win fans. They also stoked an endless cy-
cle of attention and outrage that both kept Trump in the spotlight and 
literally made him crave more and more.

The engineers behind social media had specifically designed their 
platforms to be addictive. The brain fires off tiny bursts of dopamine as 
a user posts a message and it receives reactions from others, trapping the 
brain in a cycle of posts, “likes,” retweets, and “shares.” Like so many of 
us, Donald Trump became hooked on social media. In the three years 
that followed, he would personally author some 15,000 tweets, famously 
at all hours of the day and night.

Exactly 2,819 days after his first tweet, @realDonaldTrump would 
broadcast a vastly different announcement to an incomprehensibly dif-
ferent world. It was a world in which nine-tenths of Americans now had 
social media accounts and Twitter alone boasted 300 million active us-

The War Begins  3

Singer_LIKEWAR_F.indd   3 7/20/18   11:21 AM



ers. It was a world shaped by online virality and “alternative facts.” And 
it was one in which the same account that had once informed hundreds 
of readers that “everybody is raving about Trump Home Mattress” now 
proclaimed to hundreds of millions, “I am honered [sic] to serve you, 
the great American people, as your 45th President of the United States!”

Although our story begins here, this is not a book about the Trump 
presidency. Instead, this is a book about how a new kind of communica-
tions became a new kind of war. Trump’s quest to rebrand himself and 
then win the White House wasn’t just a marketing or political campaign; 
it was also a globe-spanning information conflict, fought by hundreds 
of millions of people across dozens of social media platforms, none of 
which had existed just a generation earlier. Not just the battlespace was 
novel, but the weapons and tactics were, too. When Trump leveled his 
first digital barbs at Rosie O’Donnell, he was pioneering the same tools 
of influence that he would use to win the presidency  —  and to reshape 
geopolitics soon thereafter.

Nor was Trump alone. As his battle for attention and then election 
was taking place, thousands of others were launching their own bat-
tles on social media. The participants ranged from politicians and ce-
lebrities to soldiers, criminals, and terrorists. Conflicts of popularity 
and perception began to merge with conflicts of flesh and blood. As the 
stakes of these online struggles increased, they began to look and feel 
like war. Soon enough, they would become war.

WAR GOES VIRAL

The invasion was launched with a hashtag.
In the summer of 2014, fighters of the self-declared Islamic State (also 

known as ISIS or Daesh in Arabic) roared into northern Iraq, armed 
with AK-47 rifles, grenades, and even swords. Their dusty pickup trucks 
advanced quickly across the desert. Far from keeping their operation a 
secret, though, these fighters made sure everyone knew about it. There 
was a choreographed social media campaign to promote it, organized 
by die-hard fans and amplified by an army of Twitter bots. They posted 
selfies of black-clad militants and Instagram images of convoys that 
looked like Mad Max come to life. There was even a smartphone app, 
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created so that jihadi fans following along at home could link their so-
cial media accounts in solidarity, boosting the invaders’ messages even 
further. To maximize the chances that the internet’s own algorithms 
would propel it to virality, the effort was organized under one telling 
hashtag: #AllEyesOnISIS.

Soon #AllEyesOnISIS had achieved its online goal. It became the 
top-trending hashtag on Arabic Twitter, filling the screens of millions 
of users  —  including the defenders and residents of cities in the Islamic 
State’s sights. The militants’ demands for swift surrender thus spread 
both regionally and personally, playing on the phones in their targets’ 
hands. ISIS videos also showed the gruesome torture and execution of 
those who dared resist. And then it achieved its real-world goal: #All 
EyesOnISIS took on the power of an invisible artillery bombardment, 
its thousands of messages spiraling out in front of the advancing force. 
Their detonation would sow terror, disunion, and defection.

In some ways, Iraq had changed dramatically in the years since the 
2003 U.S.-led invasion. Where dictator Saddam Hussein had once 
banned mobile phones because ease of communication threatened his 
grip on power, three-quarters of Iraqis now owned one. The 150,000 
Iraqis online in 2003 had grown to nearly 4 million. Phone-obsessed 
and internet-savvy, Iraqi teenagers weren’t all that different from their 
American counterparts.

But in other ways, Iraq hadn’t changed enough. The bloody sectar-
ian war between the Shia majority and the dispossessed Sunni minor-
ity  —  a conflict that had claimed the lives of over 200,000 Iraqi civil-
ians and 4,500 U.S. soldiers  —  still simmered. Especially in the west 
and north, where most Sunnis lived, the army was undertrained and 
often unpaid. Soldiers and police barely trusted each other. Sunni ci-
vilians trusted both groups even less. As it laid the groundwork for in-
vasion, ISIS didn’t have to look far for willing spies and insurgents, re-
cruited via online forum boards and coordinated via the messaging 
service WhatsApp.

The prized target for ISIS was Mosul, a 3,000-year-old multicultural 
metropolis of 1.8 million. As the ISIS vanguard approached and #All 
EyesOnISIS went viral, the city was consumed with fear. Sunni, Shia, 
and Kurdish neighbors eyed each other with suspicion. Were these 
high-definition beheadings and executions real? Would the same things 
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happen here? Then young Sunni men, inspired by the images of the in-
domitable black horde, threw themselves into acts of terror, doing the 
invaders’ work for them.

The Iraqi army stood ready to protect the city from this tiny but 
fearsome horde  —  in theory, at least. In reality, most of Mosul’s 
25,000-strong garrison existed only on paper, either having long since 
deserted or been invented by corrupt officers eager to fatten their pay-
checks. Worse, the roughly 10,000 who actually did exist were able to 
track the invading army’s highly publicized advance and atrocities on 
their smartphones. With #AllEyesOnISIS, soldiers began to ask each 
other whether they should fight or flee. The enemy hadn’t even arrived, 
but fear already ruled the ranks.

Defenders began to slip away, and then the trickle became a flood. 
Thousands of soldiers streamed from the city, many leaving their weap-
ons and vehicles behind. Most of the city’s police followed. Among Mo-
sul’s citizens, the same swirling rumors drove mass panic. Nearly half 
a million civilians fled. When the invading force of 1,500 ISIS fighters 
finally reached the city’s outskirts, they were astounded by their good 
fortune. Only a handful of brave (or confused) soldiers and police re-
mained behind. They were easily overwhelmed. It wasn’t a battle but a 
massacre, dutifully filmed and edited for the next cycle of easy online 
distribution.

ISIS militants gleefully posted pictures of the arsenal they had cap-
tured, mountains of guns and ammunition, and thousands of Ameri-
can-made, state-of-the-art vehicles that ranged from Humvees to M1A1 
Abrams battle tanks to a half dozen Black Hawk helicopters. They 
staged gaudy parades to celebrate their unlikely triumph. Those so in-
clined could follow these events in real time, flipping between the posts 
of ISIS fighters marching in the streets and those watching them march. 
Each point of view was different, but all promised the same: more  —  
much more  —  to come.

How had it gone so wrong? This was the question that haunted Iraqi of-
ficials ensconced in the capital, U.S. military officers now working mar-
athon shifts in the Pentagon, and the hundreds of thousands of refugees 
forced to abandon their homes. It wasn’t just that entire cities had been 
lost to a ragtag army of millennials, but that four whole Iraqi army divi-
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sions  —  trained and armed by the most powerful nation in the world  —  
had essentially evaporated into thin air.

In the surprising loss of Mosul and collapse of the defending Iraqi 
forces, though, a student of history could detect echoes of another 
strange defeat. In 1940, amid the opening stages of World War II, France 
had seemed unassailable. The nation boasted an army of 5 million sol-
diers, equipped with modern tanks and artillery. Its Maginot Line, 60 
massive fortresses stretched over 900 miles, loomed as the mightiest 
defensive fortification in the world. French generals had spent twenty 
years studying the last war with Germany, drawing up precise new bat-
tle plans. As 2.5 million Nazi soldiers amassed at the border, French 
commanders thought they were ready.

They weren’t.
France would fall in less than two months. German tanks tore 

through forests the French had thought impassable, making the vaunted 
Maginot Line irrelevant. The German forces then moved faster than 
the French generals could think. Commanders received belated orders 
to halt German units that had already blown past them, gone around 
them, or simply weren’t there. When French armies retreated, they had 
no time to establish a new defensive line before the Germans were al-
ready upon them, forcing further retreat.

The true power of the German blitzkrieg was speed: a pace of ad-
vance so relentless that French defenders were consumed with an un-
ease that turned swiftly to panic. The weapon that made all this possi-
ble was the humble radio. Radio allowed armored formations to move 
in swift harmony. Radio spread reports of their attacks  —  sometimes 
real, sometimes not  —  which spread confusion across the entire French 
army. Radio also let the Germans bombard the French civilian leaders 
and populace with an endless stream of propaganda, sowing fear and 
doubt among what soon became a captive audience.

Marc Bloch, a French historian and soldier who would ultimately 
meet his death at the hands of a Nazi firing squad, recorded his mem-
ories of the French rout almost as soon as it happened. His recollec-
tions survive in a book aptly titled Strange Defeat. Bloch described the 
fear that swept through the French ranks. Soldiers were given continu-
ous orders to fall back, while French fire brigades clogged the roads as 
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they preemptively abandoned their towns to burn. “Many instructions 
to evacuate were issued before they need have been,” he recalled. “A sort 
of frenzy of flight swept over the whole country.”

Where the Germans had harnessed radio and armored vehicles, ISIS 
pioneered a different sort of blitzkrieg, one that used the internet itself 
as a weapon. The same Toyota pickup trucks and secondhand weap-
ons of countless guerrilla groups past had taken on a new power when 
combined with the right Instagram filter, especially when shared hun-
dreds of thousands of times by adoring fans and automated accounts 
that mimicked them. With careful editing, an indecisive firefight could 
be recast as a heroic battlefield victory. A few countering voices might 
claim otherwise, but how could they prove it? These videos and images 
moved faster than the truth. Their mix of religiosity and ultraviolence 
was horrifying to many; to some, however, it was intoxicating.

Of course, Iraqis weren’t the only ones who watched the Islamic 
State’s relentless advance. Anyone anywhere in the world with an in-
ternet connection could track each agonizing twist and turn of the con-
flict, using Google Translate to fill in the gaps. Observers could swoop 
from official Iraqi news sources to the (usually more interesting) so-
cial media feeds of the jihadists themselves. You could check the war 
like you checked the @ESPN Twitter feed. If you were so inclined, you 
could message with the people fighting it. Sometimes, they’d talk back. 
Even ISIS militants were addicted to the feedback loop that social me-
dia provided.

It was a cruel, surreal spectacle. To us, two internet junkies and de-
fense analysts, it also sounded an alarm bell. Many articles and books 
had been written on “cybersecurity” and “cyberwar” (including by one 
of us)  —  raising the specter of hackers breaking into computers and im-
planting malicious lines of software code. When the next war came, 
we’d often been told, it would be a techno-nightmare marked by crash-
ing networks, the disruption of financial markets, and electrical out-
ages. It would show the “true” power of the internet in action.

But the abrupt fall of Mosul showed that there was another side to 
computerized war. The Islamic State, which had no real cyberwar ca-
pabilities to speak of, had just run a military offensive like a viral mar-
keting campaign and won a victory that shouldn’t have been possible. It 
hadn’t hacked the network; it had hacked the information on it.
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In the months that followed, ISIS’s improbable momentum contin-
ued. The group recruited over 30,000 foreigners from nearly a hundred 
countries to join the fight in its self-declared “caliphate.” The export 
of its message proved equally successful. Like a demonic McDonald’s, 
ISIS opened more than a dozen new franchises, everywhere from Libya 
and Afghanistan to Nigeria and Bangladesh. Where franchises were 
not possible, ISIS propaganda spurred “lone wolves” to strike, inspir-
ing scores of terrorist attacks from Paris and Sydney to Orlando and San 
Bernardino. And that same contagion of fear spread wider than ever be-
fore. Polling showed Americans were suddenly more frightened of ter-
rorism than they’d been in the immediate aftermath of 9/11. All thanks, 
essentially, to the fact that ISIS was very good at social media.

ISIS was just the leading edge of a broader, globe-spanning phenom-
enon. The technology it was using  —  rather than any unique genius on 
the part of the jihadists  —  lay at the heart of its disruptive power and 
outsize success. And it was a technology available to everyone. Others 
could do the same thing. Indeed, they already were.

In the Syrian civil war where ISIS first roared to prominence, nearly 
every rebel group used YouTube to recruit, fundraise, and train. In 
turn, the regime of Syrian president Bashar al-Assad used Instagram 
to project a friendly face to the world, while it gassed its own citizens. 
When Russian forces annexed Crimea and chomped away at east-
ern Ukraine, the Russians made their initial forays online, foment-
ing unrest. During the battles that followed, opposing soldiers trolled 
each other’s social media pages. So, too, the Israeli Defense Forces and 
Hamas militants fought multiple “Twitter wars” before a global audi-
ence. The IDF took this fight, and how it influenced world opinion, so 
seriously that the volume of “likes” and retweets influenced the tar-
gets it chose and its pace of operations on the ground. In Afghanistan, 
NATO and the Taliban had taken to sniping at each other’s Twitter 
feeds, mixing mockery with battle footage. Everywhere, armed groups 
and governments had begun generating information operations and 
war propaganda that lived alongside the internet’s infinite supply of 
silly memes and cat videos.

It all represented a momentous development in the history of con-
flict. Just as the modern internet had “disrupted” the worlds of enter-
tainment, business, and dating, it was now disrupting war and politics. 
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It was a revolution that no leader, group, army, or nation could afford to 
ignore.

How much the novel had become normal was evidenced when a re-
constituted Iraqi army swept back into Mosul in 2016, two years after 
#AllEyesOnISIS had chased it away. This time it came equipped for the 
new battlefield that extended far beyond Mosul’s battered streets. Eigh-
teen-wheel trucks lumbered after tanks and armored personnel car-
riers, dragging portable cellphone towers to ensure bandwidth for its 
own messaging. The Iraqi military issued a rapid-fire stream of Face-
book, YouTube, and Twitter updates both practical (the status of the op-
eration) and bizarre (grinning selfies of Iraqi soldiers as they detonated 
leftover ISIS suicide-bomb trucks). Naturally, the operation had its own 
hashtag: #FreeMosul.

The Iraqis’ U.S. military allies also threw themselves into this new 
fight. Just as U.S. forces coordinated air strikes and targeting data for 
the Iraqi army, they also sought to shape the flow of online conversation 
in Iraq and beyond. For months, U.S. special operators and information 
warfare officers had trained for the assault by practicing “cognitive ma-
neuvering” against pretend ISIS propagandists. Now they pushed out 
message after message that reflected what they had learned. Meanwhile, 
hundreds of contractors in the employ of the U.S. State Department 
stalked the conversations of potential ISIS recruits, reminding them of 
ISIS’s barbarity and its impending defeat.

Because the Islamic State was also online, the result could be sur-
real, almost circular moments. At one point, the Iraqi army proudly an-
nounced on Facebook that it had shot down a drone used by ISIS to film 
battles to put on Facebook. It also meant that combat could be followed 
live, now from both sides of the front lines. You could “like” whichever 
version you preferred, your clicks enlisted in the fight to determine 
whose version got more views.

The physical and digital battlefields could drift eerily close together. 
The Kurdish news network Rudaw didn’t just dispatch camera crews to 
embed with soldiers on the front lines; it also livestreamed the whole 
thing, promising “instant access” to the carnage across Facebook, Twit-
ter, and YouTube. When an ISIS car bomb hurtled toward the screen and 
exploded, friends, family, and tens of thousands of strangers watched 
together as a Rudaw reporter struggled to his feet before screaming 
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the name of his cameraman into the billowing smoke. Because the 
livestream included emojis  —  smiling and frowning faces, hearts, and 
the universal “like” symbol  —  the scene unleashed a cascade of cartoon 
emotions. Most viewers were fearful for the crew’s safety, so their yellow 
emoji faces registered shock. When the cameraman’s friend emerged 
safely, the emojis changed to a wave of online smiles. Scattered among 
them, however, were a few frowning faces. These were the ISIS sympa-
thizers and fighters who had wanted the journalists to die.

The online crowd didn’t just watch and cheer; it even got involved in 
other, more positive ways. In a reversal of how ISIS had first exploited 
the technology in taking Mosul, a global network of online volun-
teers formed, dedicated to using social media to save lives there. They 
scanned online networks for any snippet of information about where 
civilians were caught in the crossfire, steering rescuers from the local 
hospital to their location. A hub for this effort was @MosulEye, run by 
an Iraqi man working behind ISIS lines as a new kind of online fifth col-
umn for peace. He described this effort as “a huge change . . . To be able 
to reach out to those who were rescued and hear their voices, knowing 
that I helped rescue them and spare their lives is priceless.”

Social media had changed not just the message, but the dynamics 
of conflict. How information was being accessed, manipulated, and 
spread had taken on new power. Who was involved in the fight, where 
they were located, and even how they achieved victory had been twisted 
and transformed. Indeed, if what was online could swing the course of a 
battle  —  or eliminate the need for battle entirely  —  what, exactly, could 
be considered “war” at all?

The very same questions were being asked 6,000 miles from Mosul 
and, for most readers, quite a bit closer to home.

THE INTERNET WORLD COLLIDER

Like so many young men, Shaquon Thomas lived his life online. For 
“Young Pappy,” as Thomas was known, it was a life of crime, his online 
brand extolling murders and drug deals.

Thomas had grown up with a loving family and a talent for music. 
At the age of 4, he started rapping, taught by his brother. But his future 
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would be shaped by the intersection of old geography and new tech-
nology. The family lived in a neighborhood in Chicago that was caught 
between three street gangs: the Conservative Vice Lords, the Gangster 
Disciples, and the Black P. Stones.

Thomas was a Gangster Disciple and wanted everyone to know it. So 
he trumpeted the fact online, using it to build up that essential new cur-
rency: his personal brand. But there were real consequences of revealing 
your gang status online. On two separate occasions, he was shot at in 
broad daylight. Several bystanders were killed, including a young man 
who was waiting at the same bus stop to go to his first day of a new job. 
But each time, Thomas got away.

Although Thomas had survived the attacks, his online Young Pappy 
persona had to respond. So he did the only logical thing after two near-
death incidents: he dropped another video on YouTube. “You don’t even 
know how to shoot,” he taunted his would-be killers. It was a hit, receiv-
ing over 2 million views. The 20-year-old was now a star, both in social 
media and gangland.

They killed Thomas a week later and just one block away from where 
he had recorded the video. Four days after that, a high school sopho-
more shot another rival gang member. The reason? He’d made dispar-
aging posts about the deceased Young Pappy.

Shaquon Thomas’s fate has befallen thousands of other young men 
across the United States. His hometown of Chicago has famously be-
come the epicenter of a new kind of battle that we would call “war” in 
any other nation. Indeed, more people were killed by gang violence in 
2017 in Chicago than in all U.S. special operations forces across a de-
cade’s worth of fighting in Iraq and then Syria. At the center of the strife 
is social media.

“Most of the gang disputes have nothing to do with drug sales, or 
gang territory, and everything to do with settling personal scores,” ex-
plains Chicago alderman Joe Moore, who witnessed one of the shoot-
ings of Young Pappy. “Insults that are hurled on the social media.”

Much of this violence starts with gangs’ use of social media to “cyber-
tag” and “cyberbang.” Tagging is an update of the old-school practice 
of spray-painting graffiti to mark territory or insult a rival. The “cyber” 
version is used to promote your gang or to start a flame war by includ-
ing another gang’s name in a post or mentioning a street within a rival 
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gang’s territory. These online skirmishes escalate quickly. Anyone who 
posts about a person or a street belonging to a rival gang is making an 
online show of disrespect. Such a post is viewed as an invitation to “post 
up,” or retaliate.

Digital sociologists describe how social media creates a new reality 
“no longer limited to the perceptual horizon,” in which an online feud 
can seem just as real as a face-to-face argument. The difference in being 
online, however, is that now seemingly the whole world is witnessing 
whether you accept the challenge or not. This phenomenon plays out 
at every level, and not just in killings; 80 percent of the fights that break 
out in Chicago schools are now instigated online.

In time, these online skirmishes move to the “bang,” sometimes 
called “Facebook drilling.” (There are regional variants of this term. In 
Los Angeles, for instance, they use the descriptor “wallbanging.”) This 
is when a threat is made via social media. It might be as direct as one 
gang member posting to a rival’s Facebook wall, “I’m going to catch you. 
I’m going to shoot you.” Or it might be symbolic, like posting photos of 
rival gang members turned upside down.

As with the distant lone wolf attacks of ISIS, cybertagging vastly in-
creases the reach of potential violence. In the past, gangs battled with 
their neighbors; the “turf war” literally was about the border of their 
neighborhoods. Now, as journalist Ben Austen explained in an exhaus-
tive investigation of the lives of young Chicago gangbangers, “the quar-
rel might be with not just the Facebook driller a few blocks away but 
also the haters ten miles north or west.” You can be anywhere in the city 
and never have met the shooter, but “what started as a provocation on-
line winds up with someone getting drilled in real life.”

The decentralized technology thus allows any individual to ignite 
this cycle of violence. Yet by throwing down the gauntlet in such a pub-
lic way, online threats have to be backed up not just by the individual, 
but by the group as well. If someone is fronted and doesn’t reply, it’s not 
just the gang member but the gang as a whole that loses status. The out-
come is that anyone can start a feud online, but everyone has a collec-
tive responsibility to make sure it gets consummated in the real world.

One death can quickly beget another. Sometimes, the online memo-
rialization of the victim inspires vows of revenge; other times, the killers 
use it to taunt and troll to further bloodshed. One teen explained, “Well, 
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if you’re a rival gang, I’ll probably send you a picture of your dead boy’s 
candles (at a public memorial) . . . or I’ll take a picture by your block 
with a gun and say, ‘Where you at?’ It depends on how you take it . . . and 
things will go from there.”

What has taken place in Chicago has been replicated across the na-
tion. In Los Angeles, for instance, gangs use social media not just to beef 
on a new scale, but also to organize their chapters, recruit across the 
country, and even negotiate drug and arms deals with gangsters in other 
nations. Robert Rubin is a former gang member who now runs a gang 
intervention group called Advocates for Peace and Urban Unity. With 
mournful eyes and a goatee flecked with grey, he looks like a poet. He 
summarized the problem best. Social media is “the faceless enemy . . . ,” 
he said. “The old adage ‘sticks and stones may break my bones but words 
do not hurt me,’ I believe is no longer true. I believe words are causing 
people to die.”

This shift ranges well beyond U.S. shores. Wherever young men 
gather and clash, social media now alters the calculus of violence. It is no 
longer enough for Mexican drug cartel members to kill rivals and seize 
turf. They must also show their success. They edit graphic executions 
into shareable music videos and battle in dueling Instagram posts (gold-
plated AK-47s are a favorite). In turn, El Salvadoran drug gangs  —  nota-
bly the Mara Salvatrucha (MS-13)  —  have embraced the same franchise 
model as ISIS, rising in global prominence and power as groups in other 
countries link and then claim affiliation, in order to raise their own so-
cial media cachet. The result is a cycle of confrontation in which the 
distinction between online and offline criminal worlds has essentially 
become blurred.

Although these information conflicts all obey the same basic princi-
ples, their level of physical violence can vary widely. One example can 
be seen in the evolution of the Revolutionary Armed Forces of Colom-
bia (FARC), whose fifty-four-year war against the Colombian govern-
ment ended with a fragile 2016 peace. As FARC transitions to domestic 
politics, its struggle has shifted from the physical to the digital front. At 
its camps, former guerrilla fighters now trade in their rifles for smart-
phones. These are the “weapons” of a new kind of war, a retired FARC 
explosives instructor explained. “Just like we used to provide all our 
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fighters with fatigues and boots, we’re seeing the need to start providing 
them with data plans.”

On the other hand, ostensibly nonviolent movements can launch in-
formation offensives to support shockingly violent acts. When Rodrigo 
Duterte was elected president of the Philippines in 2016, he was hailed 
as the country’s first “social media president.” His upstart election cam-
paign had triumphed by matching his penchant for bombastic state-
ments with an innovative online outreach effort that drew attention 
away from his rivals. Twitter even rewarded him with a custom emoji. 
But Duterte was also a demagogue. Dismissive of human rights, he had 
swept into office by promising a brutal crackdown on not just crimi-
nals but also his political opponents, two categories he rapidly began to 
blend. Backed by an army of feverishly supportive Facebook groups and 
Twitter bots, his administration set about discrediting journalists and 
rights activists, and bullying them into silence. At the same time, his 
followers sowed false stories and rumors that provided justification for 
Duterte’s increasingly authoritarian actions. What started as an online 
deception campaign took a terrible toll. In its first two years, Duterte’s 
“drug war” killed more than 12,000 people  —  not just dealers, but ad-
dicts, children, and anyone the police didn’t like.

The very same changes can also affect the interplay of nations  —  and, 
by extension, the entire global system. As diplomats and heads of state 
have embraced the social media revolution, they’ve left behind the slow-
moving, ritualistic system that governed international relations for cen-
turies. In a few seconds of Twitter typing, President Trump has threat-
ened nations with nuclear war, dismissed cabinet secretaries, and issued 
bold policy proclamations that have skipped a dozen layers of U.S. bu-
reaucracy, sometimes running counter to the stated policies of his own 
administration. With each Trump tweet, U.S. diplomats and foreign 
embassies alike scramble to figure out whether they should treat these 
online messages seriously. Meanwhile, official social media accounts of 
governments ranging from those of Russia and Ukraine to Israel and 
the Palestinian Authority have fallen into disputes whose only objec-
tive seems to be finding the wittier comeback. Diplomacy has become 
less private and policy-oriented and more public and performative. Its 
impact is not just entertainment, however. As with the gangs, each jab 
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and riposte is both personal and witnessed by the entire world, poison-
ing relations and making it harder for leaders to find common ground.

And it’s not just diplomats. For the first time, entire populations have 
been thrown into direct and often volatile contact with each other. In-
dians and Pakistanis have formed dueling “Facebook militias” to incite 
violence and stoke national pride. In times of elevated tensions between 
the nuclear-armed powers, these voices only grow louder, clamoring for 
violence and putting new pressure on leaders to take action. In turn, 
Chinese internet users have made a habit of launching online “expedi-
tions” against any foreign neighbors who seem insufficiently awed by 
China’s power. Notably, these netizens also rally against any perceived 
weakness by their own governments, constantly pushing their leaders 
to use military force. Attending a U.S. military–sponsored war game of 
a potential U.S.-China naval confrontation in the contested Senkaku 
Islands, we learned that it wasn’t enough to know what actions the Chi-
nese admirals were planning; we also had to track the online sentiment 
of China’s 600 million social media users. If mishandled in a crisis, their 
angry reactions could bubble up into a potent political force, thus limit-
ing leaders’ options. Even in authoritarian states, war has never been so 
democratic.

Running through all these permutations of online conflict is one more 
troubling, inescapable theme. Sometimes, the terrible consequences of 
these internet battles may be the only “real” thing about them.

Even as we watched the Islamic State rampage through Iraq, there 
was another conflict taking place in the United States  —  in plain sight, 
but unrealized by too many at the time. Agents of the Russian Feder-
ation were organizing an online offensive that would dwarf all others 
before it. Throughout the 2016 U.S. presidential election, thousands of 
human trolls, backed by tens of thousands of automated accounts, infil-
trated every part of the U.S. political dialogue. They steered discussion, 
sowed doubt, and obfuscated truth, launching the most politically con-
sequential information attack in history. And that operation continues 
to this day.

16  LikeWar

Singer_LIKEWAR_F.indd   16 7/20/18   11:21 AM



WAR BY OTHER MEMES

Carl von Clausewitz was born a couple of centuries before the internet, 
but he would have implicitly understood almost everything it is doing 
to conflict today.

Raised in Enlightenment Europe, Clausewitz enlisted in the army of 
the Prussian kaiser at the age of twelve. When Napoleon plunged Eu-
rope into a decade of conflict and unleashed a new age of nationalism, 
Clausewitz dedicated the rest of his life to studying war. For decades, he 
wrote essay after essay on the topic, exchanging letters with all the lead-
ing thinkers of the day and rising to become head of the Prussian mili-
tary academy. His extensive writing was dense, complicated, and often 
confusing. But after Clausewitz died in 1831, his wife, Marie, edited his 
sprawling library of thoughts into a ten-volume treatise modestly titled 
On War.

Clausewitz’s (and his wife’s) theories of warfare have since become 
required reading for militaries around the world and have shaped the 
planning of every war fought over the past two centuries. Concepts like 
the “fog of war,” the inherent confusion of conflict, and “friction,” the 
way plans never work out exactly as expected when facing a thinking 
foe, all draw on his monumental work.

His most famous observation, though, regards the nature of war it-
self. In his view, war is politics by other means, or, as he put it in more 
opaque terms, “the continuation of political intercourse with the addi-
tion of other means.” The two are intertwined, he explained. “War in it-
self does not suspend political intercourse or change it into something 
entirely different. In essentials that intercourse continues, irrespective 
of the means it employs.” War is political. And politics will always lie at 
the heart of violent conflict, the two inherently linked. “The main lines 
along which military events progress, and to which they are restricted, 
are political lines that continue throughout the war into the subsequent 
peace.”

In other words, Clausewitz thought, war is part of the same contin-
uum that includes trade, diplomacy, and all the other interactions that 
take place between peoples and governments. This theory flew in the 
face of the beliefs of older generations of soldiers and military theorists, 
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who viewed war as a sort of “on/off” switch that pulled combatants into 
an alternate reality governed by a different set of rules. To Clausewitz, 
war is simply another way to get something you want: an act of force to 
compel an enemy to your will.

Winning is a matter of finding and neutralizing an adversary’s “cen-
ter of gravity.” This is often a rival’s army, whose destruction usually 
ends its ability to fight. But routing an army is not always the most effec-
tive path. “The moral elements are among the most important in war,” 
Clausewitz wrote. “They constitute the spirit that permeates war as a 
whole . . . They establish a close affinity with the will that moves and 
leads the whole mass of force.” Figure out how to shatter a rival’s spirit, 
and you might win the war, while avoiding the enemy army entirely.

Easier said than done. Modern warfare has seen numerous efforts to 
target and drain an enemy’s spirit, almost never with success. In World 
War II, Britain bore the Blitz, years of indiscriminate bombing by Ger-
man planes and rockets that sought to force the nation to capitulate. 
The British instead turned what Winston Churchill called their “Dark-
est Hour” into triumph. Similar logic drove the United States’ Rolling 
Thunder bombing campaign against the cities and industry of North 
Vietnam during the late 1960s. U.S. warplanes dropped more than 6.5 
million tons of bombs and killed tens of thousands of people. But the 
North Vietnamese never seriously contemplated surrender.

Similar logic has applied to war propaganda, another attempt by 
combatants to target the enemy spirit, which has proven historically 
ineffective. During the Blitz, the most popular radio station in Brit-
ain was an English-language propaganda station produced by the Na-
zis  —  because the British loved to laugh at it. So, too, the United States 
air-dropped tens of millions of leaflets across North Vietnam  —  which 
were promptly used as toilet paper.

But in the space of a decade, social media has changed all that. At-
tacking an adversary’s most important center of gravity  —  the spirit of 
its people  —  no longer requires massive bombing runs or reams of pro-
paganda. All it takes is a smartphone and a few idle seconds. And any-
one can do it.

Today, it is possible to communicate directly with people you’re os-
tensibly at war with  —  to send them “friend” requests, to persuade or 
debate with them, or to silently stalk their digital lives. Opposing sol-
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diers on a battlefield might find each other online and then “like” or troll 
their foes. Based on what they share on social media, a few dozen sym-
pathizers might be identified out of a population of millions and then 
groomed to commit acts of violence against their fellow citizens. Eager 
volunteers might join nationalist brigades to stir the pot of hatred and 
resentment between rival peoples, sparking a war or genocide. They 
might even divide and conquer a nation’s politics from afar.

None of these scenarios is hypothetical. Each of them has already 
happened. Each will happen many more times in the years to come.

From the world’s most powerful nations to the pettiest flame war 
combatants, all of today’s fighters have turned social media into a 
weapon in their own national and personal wars, which often overlap. 
They all fight to bend the global information environment to their will. 
The internet, once a light and airy place of personal connection, has 
since morphed into the nervous system of modern commerce. It has 
also become a battlefield where information itself is weaponized.

For the internet’s optimistic inventors and fiercest advocates, so sure 
of its capacity to bring peace and understanding, this is a bitter pill to 
swallow. “I thought once everybody could speak freely and exchange 
information and ideas, the world [was] automatically going to be a bet-
ter place,” confessed Twitter cofounder Evan Williams. “I was wrong 
about that.”

Yet this is where we stand. Just as the internet has reshaped war, war 
is now radically reshaping the internet.

This book is an attempt to make sense of this seismic shift  —  to chart 
its history, identify its rules, and understand its effects. Our own back-
grounds aided in this effort. We’re a pairing of digital immigrant and 
digital native. One of us grew up in the dark ages before the internet, 
forced to learn its arcane ways, systems, and procedures; the other was 
born into them, seeing what was once impossible as utterly normal.

Over five years, we studied the history of communications and pro-
paganda; the evolution of journalism and open-source intelligence; the 
bases of internet psychology; social network dynamics and virality; 
the evolution of Silicon Valley corporate responsibility; and the appli-
cations of machine intelligence. At the same time, we tracked dozens 
of conflicts and quasi conflicts in every corner of the globe, all playing 
out simultaneously online. We cast our net wide, scooping up every-
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thing from the spread of YouTube battle clips to a plague of Nazi-sym-
pathizing cartoon frogs. We interviewed experts ranging from legend-
ary internet pioneers to infamous “reality stars,” weaving their insights 
together with those of viral marketers and political hacks, terrorist pro-
pagandists and preteen reporters, soldiers and generals (including one 
who may have committed some light treason).

We visited the offices and bases of the U.S. defense, diplomatic, and 
intelligence communities; traveled overseas to meet with foreign gov-
ernment operatives; and made trips to both brightly colored offices of 
social media companies and dark labs that study the tech of war. Mean-
while, we treated the internet as a laboratory itself. We leapt into on-
line battles just to experience the fight and see where it would lead. We 
downloaded apps and joined distant nations’ digital armies. We set traps 
for trolls, both to learn from them and have some fun at their expense. 
Then we found ourselves being enlisted into the fight in new ways, asked 
to advise the investigations trying to figure out how other nations had 
attacked the United States with these new weapons, as well as aid the 
U.S. military information operations tasked to fight back. At the end of 
our adventure, we even found ourselves the targets of “friend” requests 
from U.S. government officials who didn’t exist  —  and whose puppet 
masters worked out of St. Petersburg instead of Washington, DC.

The following chapters lay out the lessons from this journey. We 
begin with the history of the communications technology that has 
so swiftly remade the world, a history that set the patterns for all the 
changes that would follow in war and politics.

We then trace the ways that social media has created a new environ-
ment for conflict. It has transformed the speed, spread, and accessibil-
ity of information, changing the very nature of secrecy. Yet, while the 
truth is more widely available than ever before, it can be buried in a sea 
of “likes” and lies. We explore how authoritarians have thus managed to 
co-opt the once-liberating force of the social media revolution and twist 
it back to their own advantage. It has granted them not just new ways to 
control their own populations, but also a new global reach through the 
power of disinformation.

From there, we sketch the terrain of this new battlefield. Social net-
works reward not veracity but virality. Online battles and their real-
world results are therefore propelled by the financial and psychological 
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drivers of the “attention economy,” as well as by the arbitrary, but firmly 
determinative, power of social media algorithms.

Next we review the basic concepts of what it takes to win. Narrative, 
emotion, authenticity, community, and inundation are the most effec-
tive tools of online battles, and their mastery guides the efforts of most 
successful information warriors. These new wars are not won by mis-
siles and bombs, but by those able to shape the story lines that frame 
our understanding, to provoke the responses that impel us to action, to 
connect with us at the most personal level, to build a sense of fellowship, 
and to organize to do it all on a global scale, again and again.

We then explore what happens when this all comes together, with 
a focus on the theory and conduct of information warfare, the memes 
that drive ideas on the web, and the differences between public and se-
cret campaigns that win online battles.

Finally, we examine the last unprecedented change that the internet 
has brought to war and politics, the one part that would have stumped 
even Clausewitz. While social media has become a battlefield for us 
all, its creators set its rules. On a network of billions, a tiny number of 
individuals can instantly turn the tide of an information war one way 
or another, often unintentionally. We examine the role of social me-
dia companies as they reckon with a growing political power that they 
have too often proven ill-equipped to wield. We identify the challenges 
that lie ahead, especially as these engineers of communication yet 
again try to solve human problems with new technology, in this case 
artificial intelligence  —  machines that mimic and may well surpass hu-
mans.

We end by considering the far-reaching implications of a world in 
which every digital skirmish is a “war” and every observer a poten-
tial combatant. These implications inform a series of actions that gov-
ernments, companies, and all of us as individuals can undertake in re-
sponse.

Our research took us around the world and into the infinite reaches 
of the internet. Yet we continually found ourselves circling back to five 
core principles, which form the foundations of this book.

First, the internet has left adolescence. Over decades of growth, the in-
ternet has become the preeminent medium of global communication, 
commerce, and politics. It has empowered not just new leaders and 
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groups, but a new corporate order that works constantly to expand it. 
This pattern resembles the trajectory of the telegraph, telephone, radio, 
and television before it. But the rise of social media has allowed the in-
ternet to surpass those revolutions. It is now truly global and instanta-
neous  —  the ultimate combination of individual connection and mass 
transmission. Yet tumultuous as the past few years have been, social me-
dia  —  and the revolution it represents  —  is only now starting to flex its 
muscles. Half the world has yet to come online and join the fray.

Second, the internet has become a battlefield. As integral as the internet 
has become to business and social life, it is now equally indispensable to 
militaries and governments, authoritarians and activists, and spies and 
soldiers. They all use it to wage wars that observe no clear borders. The 
result is that every battle seems personal, but every conflict is global.

Third, this battlefield changes how conflicts are fought. Social media has 
rendered secrets of any consequence essentially impossible to keep. Yet 
because virality can overwhelm truth, what is known can be reshaped. 
“Power” on this battlefield is thus measured not by physical strength or 
high-tech hardware, but by the command of attention. The result is a 
contest of psychological and algorithmic manipulation, fought through 
an endless churn of competing viral events.

Fourth, this battle changes what “war” means. Winning these online 
battles doesn’t just win the web, but wins the world. Each ephemeral 
victory drives events in the physical realm, from seemingly inconse-
quential celebrity feuds to history-changing elections. These outcomes 
become the basis of the next inevitable battle for online truth, further 
blurring the distinction between actions in the physical and digital 
realms. The result is that on the internet, “war” and “politics” have be-
gun to fuse, obeying the same rules and inhabiting the same spectrum; 
their tactics and even players are increasingly indistinguishable. Yet it is 
not the politicians, generals, lawyers, or diplomats who are defining the 
laws of this new fight. Rather, it’s a handful of Silicon Valley engineers.

Fifth, and finally, we’re all part of this war. If you are online, your atten-
tion is like a piece of contested territory, being fought over in conflicts 
that you may or may not realize are unfolding around you. Everything 
you watch, like, or share represents a tiny ripple on the information bat-
tlefield, privileging one side at the expense of others. Your online atten-
tion and actions are thus both targets and ammunition in an unending 
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series of skirmishes. Whether you have an interest in the conflicts of 
LikeWar or not, they have an interest in you.

The modern internet is not just a network, but an ecosystem of nearly 
4 billion souls, each with their own thoughts and aspirations, each ca-
pable of imprinting a tiny piece of themselves on the vast digital com-
mons. They are the targets not of a single information war but of thou-
sands and potentially millions of them. Those who can manipulate this 
swirling tide, to steer its direction and flow, can accomplish incredi-
ble good. They can free people, expose crimes, save lives, and seed far-
reaching reforms. But they can also accomplish astonishing evil. They 
can foment violence, stoke hate, sow falsehoods, incite wars, and even 
erode the pillars of democracy itself.

Which side succeeds depends, in large part, on how much the rest of 
us learn to recognize this new warfare for what it is. Our goal in Like-
War is to explain exactly what’s going on and to prepare us all for what 
comes next.
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2
Every Wire a Nerve

How the Internet Changed  
the World

You ask what I am? . . . I am all the people who thought of me 
and planned me and built me and set me running . . . I am all the 
things they wanted to be and perhaps could not be, so they built 
a great child, a wondrous toy.

  —  R ay Br a dbury, I Sing the Body Electric!

“WHAT IS INTERNET, ANYWAY?”
It was 1994, and Today show cohost Bryant Gumbel was struggling on 

live TV to read the “internet address” for NBC’s newly unveiled email 
hotline. In confusion, the anchorman turned from the teleprompter. 
Was “Internet” something you could mail letters to? he asked. Cohost 
Katie Couric didn’t know. Eventually, an offscreen producer bailed 
them out. “Internet is the massive computer network,” he shouted, “the 
one that’s becoming really big now.”

Today, their exchange seems quaint. Roughly half the world’s popu-
lation is now linked by this computer network. It is not just “really big”; 
it is the beating heart of international communication and commerce. 
It supports and spreads global news, information, innovation, and dis-
covery of every kind and in every place. Indeed, it has become woven 
into almost everything we do, at home, at work, and, as we shall see, at 
war. In the United States, not only is internet usage near-universal, but 
one-fifth of Americans now admit that they essentially never stop be-
ing online. The only peoples who have remained truly ignorant of the 
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internet’s reach are a few un-networked tribes of the Amazon and New 
Guinea. And for them, it is just a question of time.

But using the internet isn’t really the same as understanding it. The 
“internet” isn’t just a series of apps and websites. Nor is it merely a crea-
ture of the fiber-optic cable and boxy servers that provide its backbone. 
It is also a galaxy of billions of ideas, spreading through vast social me-
dia platforms that each pulse with their own entropic rhythm. At the 
same time, it is a globe-spanning community vaster and more diverse 
than anything before it, yet governed by a handful of Silicon Valley oli-
garchs.

As revolutionary as the internet may seem, it is also bound by his-
tory. Its development has followed the familiar patterns etched by the 
printing press, telegraph, television, and other communications medi-
ums before it. To truly understand the internet  —  the most consequen-
tial battlefield of the twenty-first century  —  one must understand how 
it works, why it was made, and whom it has empowered.

In other words, “What is Internet, anyway?”
The answer starts with a memo that few read at the time, for the very 

reason that there was no internet when it was written.

LO AND BEHOLD

“In a few years, men will be able to communicate more effectively 
through a machine than face to face. That is a rather startling thing to 
say, but it is our conclusion.”

That was the prediction of J.C.R. Licklider and Robert W. Taylor, 
two psychologists who had seen their careers pulled into the relatively 
new field of computer science that had sprung up during the desperate 
days of World War II. The “computers” of their day were essentially gi-
ant calculators, multistory behemoths of punch cards and then electric 
switches and vacuum tubes, applied to the hard math of code breaking, 
nuclear bomb yields, and rocket trajectories.

That all changed in 1968, the year Licklider and Taylor wrote a paper 
titled “The Computer as a Communication Device.” It posited a future 
in which computers could be used to capture and share information 
instead of just calculating equations. They envisioned not just one or 
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two computers linked together, but a vast constellation of them, spread 
around the globe. They called it the Intergalactic Computer Network.

Reflecting their past study of the human mind, Licklider and Taylor 
went even further. They prophesied how this network would affect the 
people who used it. It would create new kinds of jobs, build new “inter-
active communities,” and even give people a new sense of place, what 
Licklider and Taylor called “to be on line.” So long as this technology 
was made available to the masses, they wrote, “surely the boon to hu-
mankind would be beyond measure.”

The information that could be transmitted through this prospec-
tive network would also be fundamentally different from any commu-
nication before. It would be the most essential form of information it-
self. The “binary information digit,” or “bit,” had first been proposed in 
1948 by Claude Shannon of Bell Labs. The bit was the smallest possible 
unit of data, existing in either an “on” or “off” state. By stringing bits 
together, complex instructions could be sent through computers, with 
perfect accuracy. As acclaimed physicist John Archibald Wheeler ob-
served, breaking information into bits made it possible to convey any-
thing. “Every particle, every field of force, even the space-time contin-
uum itself,” Wheeler wrote, “derives its function, its meaning, its very 
existence, from answers to yes-no questions, binary choices, bits.”

By arranging bits into “packets” of information and establishing a 
system for sending and receiving them (packet switching), it was theo-
retically possible for computers to relay instructions instantly, over any 
conceivable distance. With the right software, the two men foretold, 
these bits could be used to query a database, type a word, even (in the-
ory) generate an image or display video. Years before the internet would 
see its first proof of concept, its theoretical foundation had been laid. 
Not everyone recognized the use for such a system. When a team of re-
searchers proposed a similar idea to AT&T in 1965, they were bluntly re-
jected. “Damn it!” exclaimed one executive. “We’re not going to set up a 
competitor to ourselves!”

Luckily, Licklider and Taylor were in a position to help make their 
vision of computers exchanging bits of information a reality. The two 
were employees of the Pentagon’s Advanced Research Projects Agency 
(ARPA). After the surprise of the Sputnik space satellite launch in 1957, 
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ARPA was established in 1958 to maintain U.S. parity with Soviet sci-
ence and technology research. For the U.S. military, the potential of 
an interconnected (then called “internetted”) communications system 
was that it could banish its greatest nightmare: the prospect of the So-
viet Union being able to decapitate U.S. command and control with a 
single nuclear strike. But the real selling point for the other scientists 
working for ARPA was something else. Linking up computers would be 
a useful way to share what was then an incredibly rare and costly com-
modity: computer time. A network could spread the load and make it 
easier on everyone. So a project was funded to transform the Intergalac-
tic Computer Network into reality. It was called ARPANET.

On October 29, 1969, ARPANET came to life when a computer at 
UCLA was linked to a computer at Stanford University. The bits of in-
formation on one machine were broken down into packets and then 
sent to another machine, traveling across 350 miles of leased telephone 
wire. There, the packets were re-formed into a message. As the scien-
tists excitedly watched, one word slowly appeared on the screen: “LO.”

Far from being the start of a profound statement such as “Lo and 
behold,” the message was supposed to read “LOGIN.” But the system 
crashed before the transmission could be completed. Fittingly, the first 
message in internet history was a miscommunication.

THE RACE TO COMMUNICATE

Despite the crash, the ARPANET team had accomplished something 
truly historic. They hadn’t just linked two computers together. They 
had finished a race that had spanned 5,000 years and continually re-
shaped war and politics along the way.

The use of technology to communicate started in ancient Mesopo-
tamia sometime around 3100 bce, when the first written words were 
pressed into clay tablets. Soon information would be captured and com-
municated via both the most permanent forms of marble and metal and 
in the more fleeting forms of papyrus and paper.

But all this information couldn’t be transferred easily. Any copy had 
to be painstakingly done by hand, usually with errors creeping in along 
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the way. A scribe working at his maximum speed, for instance, could 
only produce two Bibles a year. This limitation made information, in 
any form, the scarcest of commodities.

The status quo stood for almost 4,000 years, until the advent of the 
printing press. Although movable type was first invented in China, 
traditional Mandarin Chinese  —  with its 80,000 symbols  —  was too 
cumbersome to reproduce at scale. Instead, the printing press revolu-
tion began in Europe in around 1438, thanks to a former goldsmith, Jo-
hannes Gutenberg, who began experimenting with movable type. By 
1450, he was peddling his mass-produced Bibles across Germany and 
France. Predictably, the powers of the day tried to control this disrup-
tive new technology. The monks and scribes, who had spent decades 
honing their hand-copying techniques, called for rulers to ban it, argu-
ing that mass production would strangle the “spirituality” of the copy-
ing process. Their campaign failed, however, when, short on time and 
money, they resorted to printing their own pamphlet on one of Guten-
berg’s new inventions. Within a century, the press became both accessi-
ble and indispensable. Once a rare commodity, books  —  some 200 mil-
lion of them  —  were now circulating widely in Europe.

In what would become a familiar pattern, the new technology trans-
formed not just communications but war, politics, and the world. In 
1517, a geopolitical match was struck when a German monk named Mar-
tin Luther wrote a letter laying out 95 problems in the Catholic Church. 
Where Luther’s arguments might once have been ignored, the print-
ing press allowed his ideas to reach well beyond the bishop to whom 
he penned the letter. By the time the pope heard about the troublesome 
monk and sought to excommunicate him, Luther had reproduced his 95 
complaints in 30 different pamphlets and sold 300,000 copies. The re-
sult was the Protestant Reformation, which would fuel two centuries of 
war and reshape the map of Europe.

The technology would also create new powers in society and place the 
old ones under unwelcome scrutiny. In 1605, a German printer named 
Johann Carolus found a way to use his press’s downtime by publishing 
a weekly collection of “news advice.” In publishing the first newspaper, 
Carolus created a new profession. The “press” sold information itself to 
customers, creating a popular market model that had never before ex-
isted. But in the search to profit from news, truth sometimes fell by the 
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wayside. For instance, the New-England Courant, among the first Amer-
ican newspapers, published a series of especially witty letters by a “Mrs. 
Silence Dogood” in 1722. The actual writer was a 16-year-old apprentice 
named Benjamin Franklin, making him  —  among many other things  
—  the founding father of fake news in America.

Yet the spread of information, true or false, was limited by the pre-
vailing transportation of the day. In ancient Greece, the warrior Phei- 
dippides famously ran 25 miles from Marathon to Athens to deliver 
word of the Greeks’ victory over the Persian army. (The 26.2-mile dis-
tance of the modern “marathon” dates from the 1908 Olympics, where 
the British royal family insisted on extending the route to meet their 
viewing stands.) It was a race to share the news that would literally 
kill him. When Pheidippides finally sprinted up the steps of Athens’s 
grand Acropolis, he cried out to the anxious city leaders gathered there, 
“Nikomen! We are victorious!” And then, as the poet Robert Browning 
would write 2,400 years later, he collapsed and died, “joy in his blood 
bursting his heart.”

From the dawn of history, any such messages, important or not, could 
only be delivered by hand or word of mouth (save the occasional ad-
venture with carrier pigeons). This placed a sharp upper bound on the 
speed of communication. The Roman postal service (cursus publicus, 
“the public way”), established at the beginning of the first millennium 
ce, set a record of roughly fifty miles per day that would stand essen-
tially unchallenged until the advent of the railroad. News of world-
changing events  —  the death of an emperor or start of a war  —  could 
only travel as fast as a horse could gallop or a ship could sail. As late as 
1815, thousands of British soldiers would be mowed down at the Battle 
of New Orleans simply because tidings of a peace treaty ending the War 
of 1812  —  signed two weeks earlier  —  had yet to traverse the Atlantic.

The world changed decisively in 1844, the year Samuel Morse suc-
cessfully tested his telegraph (from the Latin words meaning “far 
writer”). By harnessing the emerging science of electricity, the telegraph 
ended the tyranny of distance. It also showed the important role of gov-
ernment in any communication technology now able to extend across 
political boundaries. Morse spent years lobbying the U.S. Congress for 
the $30,000 needed to lay the thirty-eight miles of wire between Wash-
ington, DC, and Baltimore for his first public test. Critics suggested 
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the money might be better spent testing hypnotism as a means of long-
distance communication. Fortunately, the telegraph won  —  by just six 
votes.

This was the start of a telecommunications revolution. By 1850, there 
were 12,000 miles of telegraph wire and some 20 telegraph companies 
in the United States alone. By 1880, there would be 650,000 miles of 
wire worldwide  —  30,000 miles under the ocean  —  that stretched from 
San Francisco to Bombay. This was the world that Morse’s brother had 
prophesied in a letter written while the telegraph was still under devel-
opment: “The surface of the earth will be networked with wire, and ev-
ery wire will be a nerve. The earth will become a huge animal with ten 
million hands, and in every hand a pen to record whatever the directing 
soul may dictate!”

Morse would be applauded as “the peacemaker of the age,” the inven-
tor of “the greatest instrument of power over earth which the ages of 
human history have revealed.” As observers pondered the prospect of 
a more interconnected world, they assumed it would be a gentler one. 
President James Buchanan captured the feeling best when marking the 
laying of the first transatlantic cable between the United States and Brit-
ain, in 1858. He expressed the belief that the telegraph would “prove to 
be a bond of perpetual peace and friendship between the kindred na-
tions, and an instrument designed . . . to diffuse religion, liberty, and law 
throughout the world.” Within days, that transatlantic cable of perpet-
ual peace was instead being used to send military orders.

Like the printing press before it, the telegraph quickly became an im-
portant new tool of conflict, which would also transform it. Beginning 
in the Crimean War (1853–1856), broad instructions, traveling weeks by 
sea, were replaced  —  to the lament of officers in the field  —  by micro-
managing battle orders sent by cable from the tearooms of London to 
the battlefields of Russia. Some militaries proved more effective in ex-
ploiting the new technology than others. In the Wars of German Unifi-
cation (1864–1871), Prussian generals masterfully coordinated far-flung 
forces to the bafflement of their foes, using real-time communications 
by telegraph wire to replace horseback couriers. As a result, the tele-
graph also spurred huge growth in war’s reach and scale. In the Ameri-
can Civil War (1861–1865), Confederate and Union soldiers, each seek-
ing an edge over the other, laid some 15,000 miles of telegraph wire.
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The telegraph also reshaped the public experience and perception 
of conflict. One journalist marveled, “It gives you the news before the 
circumstances have had time to alter . . . A battle is fought three thou-
sand miles away, and we have the particulars while they are taking the 
wounded to the hospital.”

This intimacy could be manipulated, however. A new generation of 
newspaper tycoons arose, who turned sensationalism into an art form, 
led by Harvard dropout turned newspaper baron William Randolph 
Hearst. His “yellow journalism” (named for the tint of the comics in two 
competing New York dailies, Hearst’s New York Journal and Joseph Pu-
litzer’s New York World) was the kind of wild rumormongering Ameri-
can readers couldn’t get enough of  —  and that helped spark the Span-
ish-American War of 1898. When one of his photographers begged to 
return home from Spanish-controlled Cuba because nothing was hap-
pening, Hearst cabled back: “Please remain. You furnish the pictures 
and I’ll furnish the war.” Concern over the issue of telegraphed “fake 
news” grew so great that the St. Paul Globe even changed its motto that 
year: “Live News, Latest News, Reliable News  —  No Fake War News.”

The electric wire of the telegraph, though, could only speak in dots 
and dashes. To use them required not just the infrastructure of a tele-
graph office, but a trained expert to operate the machine and translate 
its coded messages for you. Alexander Graham Bell, an amateur tin-
kerer whose day job was teaching the deaf, changed this with the tele-
phone in 1876. Sending sound by wire meant users could communicate 
with each other, even in their offices and homes. Within a year of its 
invention, the first phone was put in the White House. The number 
to call President Rutherford B. Hayes was “1,” as the only other phone 
line linked to it was at the Treasury Department. The telephone also 
empowered a new class of oligarchs. Bell’s invention was patented and 
soon monopolized by Bell Telephone, later renamed the American 
Telephone and Telegraph Company (AT&T). Nearly all phone con-
versations in the United States would be routed through this one com-
pany for the next century.

Telegraphs and phones had a crucial flaw, though. They shrank the 
time and simplified the means by which a message could travel a great 
distance, but they did so only between two points, linked by wire. Gu- 
glielmo Marconi, a 20-year-old Irish-Italian tinkering in a secret lab in 
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his parents’ attic, would be the first to build a working “wireless telegra-
phy” system, in 1894.

Marconi’s radio made him a conflicted man. He claimed that radio 
would be “a herald of peace and civilization between nations.” At the 
same time, he aggressively peddled it to every military he could. He sold 
it to the British navy in 1901 and convinced the Belgian government to 
use it in the brutal colonization of the Congo. In the 1904–1905 Russo-
Japanese War, both sides used Marconi radios.

Radio’s promise, however, went well beyond connecting two points 
across land or sea. By eliminating the need for wire, radio freed com-
munications in a manner akin to the printing press. One person could 
speak to thousands or even millions of people at once. Unlike the tele-
graph, which conveyed just dots and dashes, radio waves could carry 
the human voice and the entire musical spectrum, turning them into 
the conveyor of not only mass information but also mass entertainment.

The first radio “broadcast” took place in 1906, when an American en-
gineer played “O Holy Night” on his violin. By 1924, there were an esti-
mated 3 million radio sets and 20 million radio listeners in the United 
States alone. Quite quickly, radio waves collided with politics. Smart 
politicians began to realize that radio had shattered the old political 
norms. Speeches over the waves became a new kind of performance art 
crossed with politics. The average length of a political campaign speech 
in the United States fell from an hour to just ten minutes.

And there was no better performer than Franklin Delano Roosevelt, 
elected president in 1932. He used his weekly Fireside Chats to reach 
directly into the homes of millions of citizens. (After the December 7, 
1941, Pearl Harbor attack, four-fifths of American households listened 
to his speech live.) In so doing, he successfully went over the heads of 
the political bosses and newspaper editors who fought to deny him a 
third and fourth term. So powerful were FDR’s speeches that on the 
night of an important speech intended to rally listeners against Ger-
many, the Nazis launched a heavy bombing raid against London to try 
to divert the news.

But radio also unleashed new political horrors. “It would not have 
been possible for us to take power or to use it in the ways we have with-
out the radio,” said Joseph Goebbels, who himself was something new 
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to government, the minister of propaganda for Nazi Germany. Goeb-
bels employed nearly a thousand propagandists to push Adolf Hitler’s 
brutal, incendiary, enrapturing speeches. Aiding the effort was a give-
away with a catch: German citizens were gifted special radios marked 
with swastikas, which could only receive Nazi-broadcasted frequencies.

Just like the telegraph, radio would be used to foment war and be-
come a new tool for fighting it. On the eve of the 1939 German invasion 
of Poland, Hitler told his generals, “I will provide a propagandistic casus 
belli. Its credibility doesn’t matter. The victor will not be asked whether 
he told the truth.” The following six years of World War II saw not just 
tanks, planes, and warships linking up by radio, but both sides battling 
back and forth over the airwaves to reshape what the opposing popu-
lation knew and thought. As Robert D. Leigh, director of the Foreign 
Broadcast Intelligence Service, testified before Congress in 1944:

Around the world at this hour and every hour of the 24, there is a con-
stant battle on the ether waves for the possession of man’s thoughts, 
emotions, and attitudes  —  influencing his will to fight, to stop fight-
ing, to work hard, to stop working, to resist and sabotage, to doubt, 
to grumble, to stand fast in faith and loyalty . . . We estimate that by 
short wave alone, you as a citizen of this radio world are being as-
sailed by 2,000 words per minute in 40–45 different languages and 
dialects.

Yet the reach and power of radio was soon surpassed by a technology 
that brought compelling imagery into broadcasts. The first working tele-
vision in 1925 showed the face of a ventriloquist’s dummy named Stooky 
Bill. From these humble beginnings, television soon rewired what peo-
ple knew, what they thought, and even how they voted. By 1960, televi-
sion sets were in nine of ten American homes, showing everything from 
The Howdy Doody Show to that infamous presidential debate between 
Richard M. Nixon and John F. Kennedy, won by the more “telegenic” 
candidate. In the United States, television forged a new sense of cul-
tural identity. With a limited number of broadcasts to choose from, mil-
lions of families watched the same events and news anchors; they saw 
the same shows and gossiped eagerly about them the next day.
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Television also changed what military victory and defeat looked like. 
In 1968, the Vietcong launched the Tet Offensive against South Viet-
nam and its American allies. The surprise operation quickly turned into 
a massive battlefield failure for the attackers. Half of the 80,000-strong 
Vietcong were killed or wounded; they captured little territory and held 
none of what they did. But that wasn’t what American families watch-
ing in their dens back home saw. Instead, 50 million viewers saw clips 
of U.S. Marines in disarray; scenes of bloody retribution and bodies 
stacked deep. The most dramatic moment came when the U.S. embassy 
in Saigon was put under siege. Although the main building was never 
penetrated and the attackers were quickly defeated, the footage was 
mesmerizing  —  and, for many, deeply troubling.

Unfolding across a hundred South Vietnamese cities and towns, Tet 
was the biggest battle of the Vietnam War. But the war’s real turning 
point came a month later and 8,000 miles away.

Legendary journalist Walter Cronkite was the anchor of the CBS Eve-
ning News and deemed “the most trusted man in America.” In a three-
minute monologue, Cronkite declared that the Vietnam War was never 
going to be the victory the politicians and generals had promised. In the 
White House, President Lyndon B. Johnson watched. Forlorn, he pur-
portedly told his staff, “If I’ve lost Cronkite, I’ve lost Middle America.” 
Such was the power of moving images and sound, interspersed with 
dramatic narration and beamed into tens of millions of households. Not 
only did video provide a new level of emotional resonance, but it was 
also hard to dispute. When the government claimed one thing and the 
networks showed another, the networks usually won.

As television ranged into even wider territory with the advent of real-
time satellite coverage, the story seemed complete. From words pressed 
into Mesopotamian clay to broadcasts from the moon, the steady march 
of technological innovation had overcome the obstacles of time and 
distance. With each step, communications technology had altered the 
politics of the day, subverting some powers while crowning new ones 
in their place. Despite its originators’ unfailing optimism about social 
promise and universal peace, each technology had also been effectively 
turned to the ends of war.

But one important limitation still bound all these technologies. Us-
ers could form a direct link, conversing one-to-one, as with the tele-
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graph or telephone. Or one user could reach many at once, as with the 
printing press or radio and television broadcasts.

No technology could do it all  —  until ARPANET.

A SOCIAL SCIENCE FICTION

The first computer network grew quickly. Within weeks of the comput-
ers at UCLA and Stanford connecting in October 1969, a computer in 
Santa Barbara and then another in Utah joined the party. By 1971, fif-
teen university computer labs had been stitched together. In 1973, the 
network made its first international connection, incorporating comput-
ers at the Norwegian Seismic Array, which tracked earthquakes and nu-
clear tests.

With the bold idea of computer communication now proven work-
able, more and more universities and labs were linked together. But in-
stead of joining the ARPANET, many forged their own mini-networks. 
One connected computers in Hawaii (delightfully called the ALO-
HAnet and MENEHUNE); another did so in Europe. These mini-net-
works presented an unexpected problem. Rather than forming one “ga-
lactic” network, computer communication was becoming isolated into 
a bunch of little clusters. It was even worse. Each network had its own 
infrastructure and governing authority. This meant that the networks 
couldn’t easily link up. They were each setting their own rules about 
everything from how to maintain the network to how to communicate 
within it. Unless a common protocol could be established to govern a 
“network of networks” (or “internet”), the spread of information would 
be held back. This is when Vint Cerf entered the scene.

While figures like J.C.R. Licklider and Robert W. Taylor had con-
ceived ARPANET, Cerf is rightfully known as the “father of the inter-
net.” As a teenager, he learned to code computer software by writing 
programs to test rocket engines. As a young researcher, he was part of 
the UCLA-Stanford team that connected the Pentagon’s new network.

Recognizing the problem of compatibility would keep comput-
erized communication from ever scaling, Cerf set out to find a solu-
tion. Working with his friend Robert Kahn, he designed the TCP/
IP (transmission-control protocol/internet protocol), an adaptable 
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framework that could track and regulate the transmission of data 
across an exponentially expanding network. Essentially, it is what al-
lowed the original ARPANET to bind together all the mini-networks 
at universities around the world. It remains the backbone of the inter-
net to this day.

Over the following years, Cerf moved to work at ARPA and helped 
set many of the rules and procedures for how the network would evolve. 
He was aware of the futuristic visions that his predecessors had laid out. 
But it was hard to connect that vision to what was still just a way for sci-
entists to share computing time. Considerations of the internet’s social 
or political impact seemed the stuff of fantasy.

This changed one day in 1979 when Cerf logged on to his workstation 
to find an unopened message from the recently developed “electronic 
mail” system. Because more than one person was using each computer, 
the scientists had conceived of “e-mail” (now commonly styled “email”) 
as a way to share information, not just between computers but also from 
one person to another. But, just as with regular mail, they needed a sys-
tem of “addresses” to send and receive the messages. The “@” symbol 
was chosen as a convenient “hack” to save typing time and scarce com-
puter memory.

The message on Cerf ’s screen wasn’t a technical request, however. 
The email subject was “SF-lovers.” And it hadn’t been sent just to him. 
Instead, Cerf and his colleagues scattered across the United States were 
all asked to respond with a list of their favorite science fiction authors. 
Because the message had gone out to the entire network, everybody’s 
answers could then be seen and responded to by everybody else. Or us-
ers could send their replies to just one person or subgroup, generating 
scores of smaller discussions that eventually fed back into the whole.

Over forty years later, Cerf still recalls the moment he realized the 
internet would be something more than every other communica-
tions technology before it. “It was clear we had a social medium on our 
hands,” he said.

The thread was a hit. After SF-lovers came Yumyum, a mailing list 
to debate the quality of restaurants in Silicon Valley. Soon the network 
was also used to share not just opinions but news about both science and 
science fiction, such as plans for a movie revival of the 1960s TV show 
Star Trek.
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The U.S. military budgeters wanted to ban all this idle chatter from 
their expensive new network. However, they relented when engineers 
convinced them that the message traffic was actually a good stress test 
for ARPANET’s machinery. Chain letters and freewheeling discussions 
soon proliferated across the network. ARPANET’s original function 
had been remote computer use and file transfer, but soon email was de-
vouring two-thirds of the available bandwidth. No longer was the inter-
net simply improving the transfer of files from one database to another. 
Now it was creating those “interactive communities” that Licklider and 
Taylor had once envisioned, transforming what entire groups of people 
thought and knew. Soon enough, it would even change how they spoke 
to each other.

Perhaps no one  —  engineers included  —  understood by how much. 
At precisely 11:44 a.m. EST on September 19, 1982, computer scientist 
Scott Fahlman changed history forever. In the midst of an argument 
over a joke made on email, he wrote:

I propose that [sic] the following character sequence for joke mark-
ers:
:-)
Read it sideways. Actually, it is probably more economical to mark 
things that are NOT jokes, given current trends. For this, use
:-(

And so the humble emoticon was born. But it illustrated something 
more.

For all its promise, ARPANET was not the internet as we know it. It 
was a kingdom ruled by the U.S. government. And, as shown by the for-
mal creation of the emoticon in the midst of an argument among nerds, 
its population was mostly PhDs in a handful of technical fields. Even the 
early social platforms these computer scientists produced were just dig-
ital re-creations of old and familiar things: the postal service, bulletin 
boards, and newspapers. The internet remained in its infancy.

But it was growing fast. By 1980, there were 70 institutions and nearly 
5,000 users hooked up to ARPANET. The U.S. military came to believe 
that the computer network its budget was paying for had expanded too 
far beyond its needs or interests. After an unsuccessful attempt to sell 
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ARPANET to a commercial buyer (for the second time, AT&T said “no 
thanks”), the government split the internet in two. ARPANET would 
continue as a chaotic and fast-growing research experiment, while the 
military would use the new, secure MILNET. For a time, the worlds of 
war and the internet went their separate ways.

This arrangement also paved the way for the internet to become a ci-
vilian  —  and eventually a commercial  —  enterprise. The National Sci-
ence Foundation took over from the Pentagon and moved to create a 
more efficient version of ARPANET. Called NSFNET, it proved faster 
by an order of magnitude and brought in new consortiums of users. The 
28,000 internet users in 1987 grew to nearly 160,000 by 1989. The next 
year, the now outdated ARPANET was quietly retired. Vint Cerf was 
there to deliver the eulogy. “It was the first, and being first, was best, / 
But now we lay it down to ever rest. / . . . / Of faithful service, duty done, 
I weep. / Lay down thy packet, now, o friend, and sleep.”

While the internet and the military were ostensibly dividing, other 
worlds were on the brink of colliding. Back in 1980, the British physicist 
Tim Berners-Lee had developed a prototype of something called “hy-
pertext.” This was a long-theorized system of “hyperlinks” that could 
bind digital information together in unprecedented ways. Called EN-
QUIRE, the system was a massive database where items were indexed 
based on their relationships to each other. It resembled a very early ver-
sion of Wikipedia. There was a crucial difference, however. ENQUIRE 
wasn’t actually part of the internet. The computers running this revolu-
tionary indexing program couldn’t yet talk to each other.

Berners-Lee kept at it. In 1990, he began designing a new index that 
could run across a network of computers. In the process, he and his 
team invented much of the digital shorthand still in use today. They 
wrote a new code to bind the databases together. Hypertext markup 
language (HTML) defined the structure of each item, could display im-
ages and video, and, most important, allowed anything to link to any-
thing else. Hypertext transfer protocol (HTTP) determined how hyper-
text was sent between internet nodes. To give it an easy-to-find location, 
every item was then assigned a unique URI (uniform resource identi-
fier), more commonly known as a URL (uniform resource locator). Ber-
ners-Lee dubbed his creation the World Wide Web.

Just as ARPANET had shaped the systems that made online commu-

38  LikeWar

Singer_LIKEWAR_F.indd   38 7/20/18   11:21 AM



nication possible and Cerf and Kahn’s protocol had allowed the creation 
of a network of networks that spanned the globe, the World Wide Web  
—  the layer on top that we now call the “internet”  —  shaped what this 
communication looked like. Forward-thinking entrepreneurs quickly 
set to building the first internet “browsers,” software that translated the 
World Wide Web into a series of visual “pages.” This helped make the 
internet usable for the masses; it could now be navigated by anyone with 
a mouse and a keyboard. During this same period, the U.S. government 
continued investment in academic research and infrastructure devel-
opment, with the goal of creating an “information superhighway.” The 
most prominent sponsor of these initiatives was Senator Al Gore, lead-
ing to the infamous claim that he “invented” the internet. More accu-
rately, he valuably sped up its development.

The advent of the World Wide Web matched up perfectly with an-
other key development that mirrored technology past: the introduction 
of profit-seeking. In 1993, early internet architects gathered to take their 
biggest step yet: privatizing the entire system and tying independent in-
ternet operators  —  of which there were thousands  —  into a single, giant 
network. At the same time, they also took steps to establish a common 
system of internet governance, premised on the idea that no one nation 
should control it. In 1995, NSFNET formally closed, and a longstanding 
ban on online commercial activity was lifted.

The internet took off like a rocket. In 1990, there were 3 million com-
puters connected to the internet. Five years later, there were 16 million. 
That number reached 360 million by the turn of the millennium.

As with the technologies of previous eras, the internet’s commercial-
ization and rapid growth paved the way for a gold rush. Huge amounts 
of money were to be made, not just in owning the infrastructure of the 
network but also in all the new business that sprang from it. Among 
the earliest to profit were the creators of Netscape Navigator, the easy-
to-use browser of choice for three-quarters of all internet users. When 
Netscape went public in 1995, the company was worth $3 billion by the 
end of its first day, despite having never turned a profit. At that moment, 
the internet ceased to be the plaything of academics.

Amid the flurry of new connections and ventures, the parallel world 
of the internet began to grow so fast that it became too vast for any one 
person to explore, much less understand. It was fortunate, then, that 
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nobody needed to understand it. The explorers who would catalog the 
internet’s most distant reaches would not be people but “bots,” special 
programs built to “crawl” and index the web’s endless expanse. The first 
bots were constructed by researchers as fun lab experiments. But as mil-
lions of users piled online, web search became the next big business. 
The most successful venture was born in 1996, created by two Stanford 
graduate students, Larry Page and Sergey Brin. Their company’s name 
was taken from a mathematical term for the number 1 followed by 100 
zeros. “Google” symbolized their idea to “organize a seemingly infinite 
amount of information on the web.”

As the web continued its blistering growth, it began to attract a radi-
cally different user base, one far removed from the university labs and 
tech enclaves of Silicon Valley. For these new digital arrivals, the inter-
net wasn’t simply a curiosity or even a business opportunity. It was the 
difference between life and death.

In early 1994, a ragtag force of 4,000 disenfranchised workers and 
farmers rose up in Mexico’s poor southern state of Chiapas. They called 
themselves the Zapatista National Liberation Army (EZLN). The revo-
lutionaries occupied a few towns and vowed to march on Mexico City. 
The government wasn’t impressed. Twelve thousand soldiers were de-
ployed, backed by tanks and air strikes, in a swift and merciless offen-
sive. The EZLN quickly retreated to the jungle. The rebellion teetered 
on the brink of destruction. But then, twelve days after it began  —  as 
the Mexican military stood ready to crush the remnant  —  the govern-
ment declared a sudden halt to combat. For students of war, this was a 
head-scratcher.

But upon closer inspection, there was nothing conventional about 
this conflict. More than just fighting, members of the EZLN had been 
talking online. They shared their manifesto with like-minded leftists 
in other countries, declared solidarity with international labor move-
ments protesting free trade (their revolution had begun the day the 
North American Free Trade Agreement, or NAFTA, went into effect), 
established contact with international organizations like the Red Cross, 
and urged every journalist they could find to come and observe the cru-
elty of the Mexican military firsthand. Cut off from many traditional 
means of communication, they turned en masse to the new and largely 
untested power of the internet.
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The gambit worked. Their revolution was joined in solidarity by tens 
of thousands of liberal activists in more than 130 countries, organizing 
in 15 different languages. Global pressure to end the small war in Chi-
apas built swiftly on the Mexican government. Moreover, it seemed to 
come from every direction, all at once. Mexico relented.

Yet this new offensive didn’t stop after the shooting had ceased. In-
stead, the war became a bloodless political struggle, sustained by the 
support of a global network of enthusiasts and admirers, most of whom 
had never even heard of Chiapas before the call to action went out. In 
the years that followed, this network would push and cajole the Mexi-
can government into reforms the local fighters hadn’t been able to ob-
tain on their own. “The shots lasted ten days,” lamented the Mexican 
foreign minister, José Ángel Gurría, in 1995, but “ever since the war has 
been a war of ink, of written word, a war on the internet.”

Everywhere, there were signs that the internet’s relentless pace of in-
novation was changing the social and political fabric of the real world. 
There was the invention of the webcam and the launch of eBay and Am-
azon; the birth of online dating; even the first internet-abetted scan-
dals and crimes, one of which resulted in a presidential impeachment, 
stemming from a rumor first reported online. In 1996, Manuel Castells, 
among the world’s foremost sociologists, made a bold prediction: “The 
internet’s integration of print, radio, and audiovisual modalities into a 
single system promises an impact on society comparable to that of the 
alphabet.”

Yet the most forward-thinking of these internet visionaries wasn’t an 
academic at all. In 1999, musician David Bowie sat for an interview with 
the BBC. Rather than promote his albums, Bowie waxed philosophi-
cal about technology’s future. The internet wouldn’t just bring people 
together, he explained; it would also tear them apart. “Up until at least 
the mid-1970s, we really felt that we were still living under the guise of 
a single, absolute, created society  —  where there were known truths 
and known lies and there was no kind of duplicity or pluralism about 
the things that we believed in,” the artist once known as Ziggy Stardust 
said. “[Then] the singularity disappeared. And that I believe has pro-
duced such a medium as the internet, which absolutely establishes and 
shows us that we are living in total fragmentation.”

The interviewer was mystified by Bowie’s surety about the internet’s 
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powers. “You’ve got to think that some of the claims being made for it 
are hugely exaggerated,” he countered.

Bowie shook his head. “No, you see, I don’t agree. I don’t think we’ve 
even seen the tip of the iceberg. I think the potential of what the inter-
net is going to do to society, both good and bad, is unimaginable. I think 
we’re actually on the cusp of something exhilarating and terrifying . . . 
It’s going to crush our ideas of what mediums are all about.”

THE GOSPEL OF MARK

“The goal wasn’t to create an online community, but a mirror of what 
existed in real life.”

It’s a grainy 2005 video of a college-age kid sitting on a sofa in a den, 
red plastic cup in hand. He’s trying to describe what his new invention 
is and  —  more important  —  what it isn’t. It isn’t going to be just a place 
to hang out online, a young Mark Zuckerberg explains. It’s going to be 
a lot more than that.

Zuckerberg was part of the first generation to be born into a world 
where the internet was available to the masses. By the age of 12, he had 
built ZuckNet, a chat service that networked his dad’s dental practice 
with the family computer. Before he finished high school, he took a 
graduate-level course in computer science. And then one night in 2003, 
as a 19-year-old sophomore at Harvard, Zuckerberg began a new, ambi-
tious project. But he did so with no ambition to change the world.

At the time, each Harvard house had “facebooks” containing student 
pictures. The students used them as a guide to their new classmates, as 
well as fodder for dorm room debates about who was hot or not. Origi-
nally printed as booklets, the facebooks had recently been posted on the 
internet. Zuckerberg had discovered that the online version could be 
easily hacked and the student portraits downloaded. So over a frenzied 
week of coding, he wrote a program that allowed users to rate which of 
two randomly selected student portraits was more attractive. He called 
his masterpiece “Facemash.” Visitors to the website were greeted with a 
bold, crude proclamation: “Were we let in on our looks? No. Will we be 
judged on them? Yes.”

Facemash appeared online on a Sunday evening. It spread like wild-
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fire, with some 22,000 votes being cast in the first few hours. Student 
outrage spread just as quickly. As angry emails clogged his inbox, Zuck-
erberg was compelled to issue a flurry of apologies. Hauled before a uni-
versity disciplinary committee, he was slapped with a stern warning for 
his poor taste and violation of privacy. Zuckerberg was embarrassed  —  
but also newly famous.

Soon after, Zuckerberg was recruited to build a college dating site. 
He secretly channeled much of his energy in a different direction, de-
signing a platform that would combine elements of the planned dating 
site with the lessons he’d learned from Facemash. On January 11, 2004, 
he formally registered TheFacebook.com as a new domain. Within a 
month, 20,000 students at elite universities around the country signed 
up, with tens of thousands more clamoring for Facebook to be made 
available at their schools.

For those fortunate enough to have it, the elegant mix of personal 
profiles, public postings, instant messaging, and common-friend groups 
made the experience feel both intimate and wholly unique. Early us-
ers also experienced a new kind of feeling: addiction to Facebook. “I’ve 
been paralyzed in front of the computer ever since signing up,” one col-
lege freshman confessed to his student newspaper. That summer, Zuck-
erberg filed for a leave of absence from Harvard and boarded a plane to 
Silicon Valley. He would be a millionaire before he set foot on campus 
again and a billionaire soon thereafter.

Talented and entrepreneurial though Zuckerberg was, these quali-
ties alone aren’t enough to explain his success. What he had in greatest 
abundance  —  what all of history’s great inventors have had  —  was per-
fect timing.

Facebook, after all, was hardly the first social network. From the 
humble beginnings of SF-lovers, the 1980s and early 1990s had seen all 
manner of online bulletin boards and message groups. As the internet 
went commercial and growth exploded, people started to explore how 
to profit from our willingness, and perhaps our need, to share. This was 
the start of “social media”  —  platforms designed around the idea that 
an expanding network of users might create and share the content in an 
endless (and endlessly lucrative) cycle.

The first company dedicated to creating an online platform for per-
sonal relationships was launched in 1997. Six Degrees was based on the 
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idea first proposed in sociology studies that there were no more than six 
degrees of separation between any two people in the world. On this new 
site, you could maintain lists of friends, post items to a shared bulletin 
board, and even expand your network to second- and third-degree con-
nections. At its peak, Six Degrees boasted 3.5 million registered mem-
bers. But internet use was still too scattered for the network to grow at 
scale, and web browsers were still too primitive to realize many of the 
architects’ loftiest ambitions.

Through the late 1990s, a wave of such new online services were cre-
ated. Early dating sites like Match.com essentially applied the eBay 
model to the world of dating, where you would shop in a marketplace 
for potential mates. Massively multiplayer online role-playing games 
(MMORPGs) rose to prominence with the 1997 Ultima series, allow-
ing users to form warring clans. And in 1999, a young programmer 
launched LiveJournal, which offered access to dynamic, online diaries. 
These journals would first be called “weblogs,” which was soon short-
ened to “blogs.” All of these networks would bloom (within ten years, 
there were more than 100 million active blogs), but across them all, the 
sociality was only a side effect of the main feature. The golden moment 
had yet to arrive.

And then came Armageddon. In 2000, the “dot-com” bubble burst, 
and $2.5 trillion of Silicon Valley investment was obliterated in a few 
weeks. Hundreds of companies teetered and collapsed. Yet the crash 
also had the same regenerative effect as a forest fire. It paved the way for 
a new generation of digital services, building atop the charred remains 
of the old.

Even as Wall Street retreated from Silicon Valley, the internet con-
tinued its extraordinary growth. The 360 million internet users at the 
turn of the millennium had grown to roughly 820 million in 2004, when 
Facebook was launched. Meanwhile, connection speed was improv-
ing by about 50 percent each year. The telephone-based modem, whose 
iconic dial-up sound had characterized and frustrated users’ experi-
ences, was dying a welcome death, replaced by fast broadband. Pictures 
and video, which had once taken minutes or even hours to download, 
now took seconds.

Most important of all was the steady evolution of HTML and other 
web development languages that governed the internet’s fundamen-
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tal capabilities. The first internet browsers were pieces of software that 
provided a gateway into an essentially static World Wide Web. Visitors 
could jump from page to page of a website, but rarely could they change 
what was written on those pages. Increasingly, however, websites could 
process user commands; access and update vast databases; and even 
customize users’ experience based on hundreds or thousands of vari-
ables. To input a Google search, for instance, was essentially to borrow 
one of the world’s mightiest supercomputers and have it spin up server 
farms across the world, just to help you find out who was the voice of 
Salem the cat in Sabrina, the Teenage Witch (it was Nick Bakay). The in-
ternet was becoming not just faster but more visual. It was both user-
friendly and, increasingly, user-controlled. Media entrepreneur Tim 
O’Reilly dubbed this new, improved internet “Web 2.0.”

An apt illustration of the Web 2.0 revolution in action was Wikipe-
dia, launched in 2001. Since the very first encyclopedia was assembled 
in the first century ce by Pliny the Elder, these compendiums of knowl-
edge had been curated by a single source and held in libraries or peddled 
door-to-door. By contrast, Wikipedia was an encyclopedia for the digi-
tal age, constructed of “wikis”  —  website templates that allowed any-
one to edit pages or add new ones. The result was a user-administered, 
endlessly multiplying network of knowledge  —  essentially, a smaller 
version of the internet. By 2007, the English-language Wikipedia had 
amassed more than 2 million articles, making it the largest encyclope-
dia in history.

Wikipedia was just for knowledge, though. The first Web 2.0 site to 
focus on social networks of friends was launched in 2002. The name 
“Friendster” was a riff on Napster, the free (and notorious) peer-to-peer 
file-sharing system that gloriously let users swap music with each other. 
Following the same design, it linked peer groups of friends instead of 
music pirates. Within a few months, Friendster had 3 million users.

A series of social media companies seeking to profit from the new 
promise of online social networking quickly jumped in. Myspace of-
fered a multimedia extravaganza: customizable profiles and embed-
dable music, peppered with all manner of other colorful options. 
Fronted by musicians and marketed to teenagers, Myspace unamicably 
knocked Friendster from its perch. Then there was LinkedIn, the staid 
professional social network for adults, which survives to this day. And 
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finally came Photobucket, a “lite” social media service that offered the 
once-unthinkable: free, near-limitless image storage.

At this crucial moment, Facebook entered the scrum. Originally, a 
user had to be invited into the social network. Within a year, the service 
spread to 800 college campuses and had more than a million active ac-
counts, buoyed by the kind of demand that could only come with the al-
lure of exclusivity. When Facebook stripped away its original barriers to 
entry, more people stampeded into the online club. By the end of 2007, 
the service numbered 58 million users.

As exponential growth continued, Zuckerberg sought to make his 
creation ever more useful and indispensable. He introduced the News 
Feed, a dynamic scroll of status updates and “shares” that transformed 
Facebook from a static web service into a living, breathing world. It also 
made Facebook a driver of what the world knew about everything from a 
user’s personal life to global news. For all the sharing Facebook brought 
to the world, however, little was known about the algorithm that gov-
erned the visibility, and thus the importance, of items in the News Feed. 
That was, like so much of Facebook’s inner workings, shared only be-
tween Zuckerberg and his employees.

As Facebook’s power and scale expanded beyond his wildest dreams, 
Zuckerberg began to grow more introspective about its (and his) poten-
tial place in history. Not only did Facebook offer a way to share news, 
he realized, but it also promised to shape and create mass narratives. 
As Zuckerberg explained in 2007, “You can start weaving together real 
events into stories. As these start to approach being stories, we turn into 
a massive publisher. Twenty to 30 snippets of information or stories a 
day, that’s like 300 million stories a day. It gets to the point where we are 
publishing more in a day than most other publications have in the his-
tory of their whole existence.”

Within a decade, Facebook would boast 2 billion users, a commu-
nity larger than any nation on earth. The volume of conversation re-
corded each day on Facebook’s servers would dwarf the accumulated 
writings of human history. Zuckerberg himself would be like William 
Randolph Hearst transposed to the global stage, entertaining visiting 
ministers and dignitaries from his beige cubicle in Menlo Park, Cali-
fornia. He would show off a solar-powered Facebook drone to the pope 
and arbitrate the pleas of armed groups battling it out in Ukraine. In his 
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hands lay more power and influence than that young teen or any of the 
internet’s pioneers could have imagined.

But that future hadn’t arrived quite yet. It would take one final rev-
olution before Facebook and its ilk  —  the new face of the internet  —  
could swallow the world.

THE WORLD WIDE WEB GOES MOBILE

On January 9, 2007, Apple cofounder and CEO Steve Jobs donned his 
signature black turtleneck and stepped onstage to introduce the world 
to a new technology. “Today, Apple is reinventing the phone!” Jobs glee-
fully announced. Although nobody knew it at the time, the introduc-
tion of the iPhone also marked a moment of destruction. Family din-
ners, vacations, awkward elevator conversations, and even basic notions 
of privacy  —  all would soon be endangered by the glossy black rectan-
gle Jobs held triumphantly in his hand.

The iPhone wasn’t the first mobile phone, of course. That honor be-
longed to a foot-long, three-pound Motorola monstrosity invented in 
1973 and first sold a decade later for the modest price of (in today’s dol-
lars) $10,000. Nor was the iPhone the first internet-capable smartphone. 
Ericsson engineers had built one of those as far back as 1997, complete 
with touchscreen and full working keyboard. Only 200 were produced. 
The technology of the time was simply too clunky and slow.

By comparison, the iPhone was sexy. And the reason wasn’t just the 
sleek design. Internet access was no longer a gimmick or afterthought; 
instead, it was central to the iPhone’s identity. The packed auditorium at 
the 2007 Macworld Expo whooped with excitement as Jobs ran through 
the list of features: a touchscreen; handheld integration of movies, tele-
vision, and music; a high-quality camera; and major advances in call re-
ception and voicemail. The iPhone’s most radical innovation, though, 
was a speedy, next-generation browser that could shrink and reshuffle 
websites, making the entire internet mobile-friendly.

A year later, Apple officially unveiled its App Store. This marked an-
other epochal shift. For more than a decade, a smartphone could be 
used only as a phone, calculator, clock, calendar, and address book. 
Suddenly, the floodgates were thrown open to any possibility, as long as 
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they were channeled through a central marketplace. Developers eagerly 
launched their own internet-enabled games and utilities, built atop the 
iPhone’s sturdy hardware. (There are roughly 2.5 million such apps to-
day.) With the launch of Google’s Android operating system and com-
peting Google Play Store that same year, smartphones ceased to be the 
niche of tech enthusiasts, and the underlying business of the internet 
soon changed.

By 2013, there were some 2 billion mobile broadband subscriptions 
worldwide; by 2018, 6 billion. By 2020, that number is expected to reach 
8 billion. In the United States, where three-quarters of Americans own 
a smartphone, these devices have long since replaced televisions as the 
most commonly used piece of technology.

The smartphone combined with social media to clear the last major 
hurdle in the race started thousands of years ago. Previously, even if in-
ternet services worked perfectly, users faced a choice. They could be in 
real life but away from the internet. Or they could tend to their digital 
lives in quiet isolation, with only a computer screen to keep them com-
pany. Now, with an internet-capable device in their pocket, it became 
possible for people to maintain both identities simultaneously. Any 
thought spoken aloud could be just as easily shared in a quick post. A 
snapshot of a breathtaking sunset or plate of food (especially food) could 
fly thousands of miles away before darkness had fallen or the meal was 
over. With the advent of mobile livestreaming, online and offline ob-
servers could watch the same event unfold in parallel.

One of the earliest beneficiaries of the smartphone was Twitter. The 
company was founded in 2006 by Silicon Valley veterans and hard-
core free speech advocates. They envisioned a platform with millions 
of public voices spinning the story of their lives in 140-character bursts 
(the number came from the 160-character limitation imposed by SMS 
mobile texting minus 20 characters for a URL). This reflected the new 
sense that it was the network, rather than the content on it, that mat-
tered. As Twitter cofounder Jack Dorsey explained, “We looked in the 
dictionary . . . and we came across the word ‘twitter,’ and it was just per-
fect. The definition was a ‘short burst of inconsequential information,’ 
and ‘chirps of birds.’ And that’s exactly what the product was.”

As smartphone use grew, so did Twitter. In 2007, its users were send-
ing 5,000 tweets per day. By 2010, that number was up to 50 million; by 
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2015, 500 million. Better web technology then offered users the chance 
to embed hyperlinks, images, and video in their updates.

Soon enough, Twitter was transforming the news  —  not just how it 
was experienced (as with Michael Jackson’s death in 2009), but how it 
was reported. Journalists took to using social media to record notes and 
trade information, sharing the construction of their stories in real time. 
As they received instant feedback, Twitter became, in the words of tech 
reporter Farhad Manjoo, “a place.” It was akin to a clubhouse for ev-
eryone, “where many journalists unconsciously build and gut-check a 
worldview.” The social network had become where people decided what 
merited news coverage and what didn’t.

Twitter also offered a means for those being reported on to bypass 
journalists. Politicians and celebrities alike turned to it to get their own 
messages out. Donald Trump likened his Twitter account to “owning 
your own newspaper,” but drastically improved, by only featuring one 
perfect voice: his own. In just a few years, Twitter would become the en-
gine driving political reporting across much of the world, even with a 
relatively “small” population of 330 million users.

Blistering advancements in smartphone camera quality and mobile 
bandwidth also began to change what a social network could look like. 
Instagram launched in 2010  —  a next-generation photo-sharing service 
that combined user profiles, hashtags, and a range of attractive image fil-
ters. By 2017, Instagram was adding more than 60 million photographs 
to its archives each day. It was gobbled up by Zuckerberg’s Facebook, 
just as its video counterpart, YouTube, had been scooped up by Google 
a decade earlier.

Before almost anyone realized it, mobile tech, carefully policed 
app stores, and corporate consolidation had effected another massive 
change in the internet  —  who controlled it. After decades of freewheel-
ing growth, companies that had been startups just a few years earlier 
had rapidly risen to rule vast digital empires, playing host to hundreds 
of millions of virtual residents. Even more important, this handful of 
companies provided the pillars on which almost all the millions of other 
online services depended.

And it seems likely that things will stay this way for some time. 
Would-be rivals have been bought up with ungodly amounts of cash 
that only the titans can afford to throw around. WhatsApp, for instance, 
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was bought by Facebook in 2014 for $19 billion, the largest acquisition 
of a venture-backed company in history. Even if smaller companies re-
tain their independence, these titans now control the primary gateways 
through which hundreds of millions of people access the web. In coun-
tries like Thailand and the Philippines, Facebook literally is the inter-
net. For all the internet’s creative chaos, it has come to be ruled by a 
handful of digital kings.

The outcome is an internet that is simultaneously familiar but unrec-
ognizable to its founders, with deep ramifications for not just the web’s 
future, but for the future of politics and war as well. As Tim Berners-Lee 
has written, “The web that many connected to years ago is not what new 
users will find today. What was once a rich selection of blogs and web-
sites has been compressed under the powerful weight of a few dominant 
platforms. This concentration of power creates a new set of gatekeep-
ers, allowing a handful of platforms to control which ideas and opinions 
are seen and shared . . . What’s more, the fact that power is concentrated 
among so few companies has made it possible to [weaponize] the web 
at scale.”

It’s an echo of how earlier tech revolutions created new classes of ty-
coons, as well as new powers deployed into conflict. But it differs, mark-
edly, in the sheer breadth of the current companies’ control. Guglielmo 
Marconi, for instance, invented radio and tried to monopolize it. But he 
was unable to contain the technology’s spread or exert control over the 
emerging network of radio-based media companies. He could scarcely 
have imagined determining what messages politicians or militaries 
could send via the airwaves, nor seizing the entire global market for ads 
on them. Similarly, the inventions of Samuel Morse and then Alexan-
der Graham Bell spawned AT&T, the most successful communications 
monopoly of the twentieth century. But neither they nor their corporate 
inheritors ever came close to exercising the political and economic in-
fluence wielded by today’s top tech founders.

There is one more difference between this and earlier tech revolu-
tions: not all of these new kings live in the West. WeChat, a truly re-
markable social media model, arose in 2011, unnoticed by many West-
erners. Engineered to meet the unique requirements of the enormous 
but largely isolated Chinese internet, WeChat may be a model for the 
wider internet’s future. Known as a “super app,” it is a combination of 
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social media and marketplace, the equivalent of companies like Face-
book, Twitter, Amazon, Yelp, Uber, and eBay all fused into one, sustain-
ing and steering a network of nearly a billion users. On WeChat, one can 
find and review businesses; order food and clothing; receive payments; 
hail a car; post a video; and, of course, talk to friends, family, and ev-
eryone else. It is an app so essential to modern living that Chinese citi-
zens quite literally can’t do without it: they’re not allowed to delete their  
accounts.

CHILDHOOD’S END

Put simply, the internet has left adolescence.
In the span of a generation, it has blossomed from a handful of sci-

entists huddled around consoles in two university computer labs into 
a network that encompasses half the world’s population. Behind this 
growth lies a remarkable expansion of the demographics of this new 
community. The typical internet user is no longer a white, male, Ameri-
can computer scientist from California. More than half of all users are 
now in Asia, with another 15 percent in Africa. As Jakob Nielsen, a pio-
neer in web interface and usability, once observed of the changes afoot 
in the “who” of the internet, “Statistically, we’re likely talking about a 
24-year-old-woman in Shanghai.”

Half of the world’s population is online, and the other half is quickly 
following. Hundreds of millions of new internet users are projected 
to join this vast digital ecosystem each year. This is happening for the 
most part in the developing world, where two-thirds of the online popu-
lation now resides. There, internet growth has overtaken the expansion 
of basic infrastructure. In sub-Saharan Africa, rapid smartphone adop-
tion will see the number of mobile broadband subscriptions double in 
the next five years. According to U.S. National Intelligence Council es-
timates, more people in sub-Saharan Africa and South Asia have access 
to the internet than to reliable electricity.

As a result, the internet is also now inescapable. Anyone seeking to go 
beyond its reach is essentially out of luck. Remote outposts in Afghani-
stan and Congo offer Wi-Fi. At the Mount Everest base camp, 17,500 feet 
above sea level, bored climbers can duck into a fully functional cyber-
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cafe. Meanwhile, hundreds of feet beneath the earth’s surface, the U.S. 
Air Force has begun to rework the communications systems of its nu-
clear missile bunkers. Among the upgrades is making sure the men and 
women standing watch for Armageddon can access Facebook.

All these people, in all these places, navigate an online world that 
has grown unfathomably vast. While the number of websites passed 1 
billion sometime in 2014, unknowable millions more lurk in the “deep 
web,” hidden from the prying eyes of Google and other search indexes. 
If one counts all the pieces of content with a unique web address that 
have been created across all the various social networks, the number of 
internet nodes rises into the high trillions.

In some ways, the internet has gone the way of all communications 
mediums past. After decades of unbridled expansion, the web has fallen 
under the control of a few giant corporations that are essentially too big 
to fail, or at least too big to fail without taking down vast portions of 
global business with them.

But in other obvious ways, the internet is nothing like its precursors. 
A single online message can traverse the globe at the speed of light, leav-
ing the likes of poor Pheidippides in the dust. It requires no cumber-
some wires or operators. Indeed, it can leap language barriers at the 
press of a button.

Yet that very same message is also a tool of mass transmission, almost 
infinitely faster than the printing press and unleashed in a way that ra-
dio and television never were. And each and every one of those trans-
missions joins millions of others every minute, colliding and building 
upon each other in a manner that bears little resemblance to the infor-
mation flow of centuries past.

This is what the internet has become. It is the most consequential 
communications development since the advent of the written word. Yet, 
like its precursors, it is inextricably tied to the age-old human experi-
ences of politics and war. Indeed, it is bound more closely than any plat-
form before it. For it has also become a colossal information battlefield, 
one that has obliterated centuries’ worth of conventional wisdom about 
what is secret and what is known. It is to this revolution that we turn 
next.

52  LikeWar

Singer_LIKEWAR_F.indd   52 7/20/18   11:21 AM



3
The Truth Is Out There
Social Media and the End of Secrets

For nothing is secret, that shall not be made manifest; 
neither any thing hid, that shall not be known . . .

  —  Luk e 8:17

OPERATION NEPTUNE SPEAR, the mission to get Osama bin Laden, 
was among the most secretive military missions in history. As the Navy 
SEAL team took off in the early morning of May 2, 2011, only a few 
dozen people around the world had been briefed on the operation. One 
group was clustered in a top-secret military tactical operations center, 
and the other was gathered around a table in the White House Situation 
Room. There, President Obama and his advisors tracked the SEALs’ 
progress from 7,600 miles away via a direct video link that was the sole 
source of information about the mission.

Or at least it was supposed to be. No one had counted on @Really-
Virtual.

@ReallyVirtual wasn’t a spy. He wasn’t a journalist either. His real 
name was Sohaib Athar, a Pakistani tech geek and café owner, whose 
social media handle described him as “an IT consultant taking a break 
from the rat-race by hiding in the mountains with his laptops.”

A few years earlier, Athar had moved from the busy city of Lahore 
to the more pleasant town of Abbottabad, a mountain tourist hub and 
home of the Pakistan Military Academy  —  as well as, now, the most 
wanted man in the world. Crashing on a late-night software project, 
Athar was distracted by the sound of helicopters overhead. So he did 
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what millions of people do each day: he took to social media to com-
plain.

“Helicopter hovering above Abbottabad at 1AM (is a rare event),” 
he tweeted first. As the SEALs’ mission played out over the next sev-
eral minutes, Athar posted a litany of complaints that doubled as news 
reports. When the first helicopter took off, carrying away bin Lad-
en’s body and hard drives filled with data on Al Qaeda’s networks, he 
tweeted, “Go away helicopter  —  before I take out my giant swatter :-/.” 
As the remaining SEALs detonated a crashed helicopter and piled into 
a backup chopper, Athar shared the news of the explosion. “A huge win-
dow shaking bang here in Abbottabad . . . ,” he tweeted. “I hope its not 
the start of something nasty :-S.”

Eight hours later, the traditional news media finally caught up to one 
of the most important stories in a decade. On NBC, The Celebrity Ap-
prentice was airing. Just as Donald Trump was explaining his rationale 
for “rehiring” singer La Toya Jackson, the network cut away. In a sur-
prise prime-time address, President Obama announced that a top-se-
cret raid had taken place in Pakistan and that Osama bin Laden was 
dead. “Justice has been done,” he concluded. In cities around the United 
States, people danced in the streets. Thousands of miles away, Athar 
was coming to his own realization. “Uh oh,” he tweeted, “now I’m the 
guy who liveblogged the Osama raid without knowing it.”

It was lunchtime in Abbottabad when the messages began pouring in  
—  a trickle that swiftly transformed into a torrent. Athar’s Twitter fol-
lower count jumped from 750 to 86,000. He was deluged with calls for 
interviews and fan requests. Local journalists sped to his café to talk 
face-to-face. More worrying, a growing online mob accused him of spy-
ing for either the U.S. or Pakistani government. Surely, they argued, 
that was the only way that Athar could have known about such a top-
secret military operation.

But the truth was simpler and more profound: Sohaib Athar was just 
a guy who happened to be near something newsworthy, with a com-
puter and a social media account at hand.

When the internet first began to boom in the 1990s, internet theorists 
proclaimed that the networked world would lead to a wave of what they 
called “disintermediation.” They described how, by removing the need 
for “in-between” services, the internet would disrupt all sorts of long-
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standing industries. Disintermediation soon remade realms ranging 
from retail stores (courtesy of Amazon) and taxi companies (courtesy 
of Uber) to dating (courtesy of Tinder). Athar’s tale showed how the 
business of information gathering had undergone the same kind of dis-
intermediation. No longer did a reporter need to be a credentialed jour-
nalist working for a major news organization. A reporter could be any-
one who was in the right place at the right time. But this shift wasn’t just 
about reporting the news. It was also changing all the people who make 
use of this information, be they citizens, politicians, soldiers, or spies.

There was one more lesson wrapped up in the surreal saga of Sohaib 
Athar, unnoticed by many at the time but painfully obvious to observ-
ers in the U.S. intelligence community. Operation Neptune Spear  —  
among the most closely guarded operations in history  —  had nonethe-
less been documented in real time for anyone in the world to see. And 
this had happened accidentally, in a country where just 6 percent of the 
population had internet access at the time. What would the future hold 
as more and more people came online? Even more, how would intelli-
gence agencies cope when it wasn’t just a lone night owl inadvertently 
sharing secrets, but organized groups of analysts dedicated to parsing 
social media to find the operations hidden in plain sight?

“Secrets now come with a half-life,” one CIA official told us, with 
more than a twinge of regret.

EVERYTHING IS ILLUMINATED

“Let’s give a welcome to ‘Macaca’ here,” puffed the fleshy man in the 
blue shirt, pointing toward the camera. “Welcome to America and the 
real world of Virginia.”

It was August 2006, and Senator George Allen was barnstorming for 
votes at a rural Virginia park. A darling of the conservative wing of the 
Republican Party, he was already looking past this reelection bid. He’d 
recently made exploratory trips to Iowa and New Hampshire, testing 
the waters before a potential presidential run. But although Allen didn’t 
know it yet, his political career had just ended in that single moment, all 
because of how the internet had changed.

The man behind the camera was S. R. Sidarth, a 20-year-old volun-
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teer for Allen’s opponent, who had taken to filming Allen’s events. Sid-
arth was also Indian American  —  and the only brown face amid the ral-
ly’s 100 attendees. And the name Allen had just called him, “Macaca,” is 
Portuguese for “monkey,” used as a racial slur for centuries.

The history of politicians saying and doing horrible or stupid things 
on the campaign trail is as old as democracy itself. But the trajectory 
from a bad moment to a fatal gaffe previously required a professional 
journalist to be on the scene to document it. Then the moment would 
have to be reported via a newspaper or radio or TV station. In order for 
the gaffe to build truly national momentum, other professional journal-
ists and their outlets would then have to pick it up. Unfortunately for Al-
len, social media had altered this process, propelling his words beyond 
the control of any politician or journalist.

Sidarth’s minute-long recording was quickly posted on YouTube, the 
new video-sharing platform, scarcely a year old in 2006. This was an un-
usual decision at the time, because the video clip was unedited and un-
attached to any broader story. It proved an ingenious move, however, as 
the very nature of the clip was part of its appeal. Easy to view and share, 
Sidarth’s video went viral, with hundreds of thousands of people see-
ing it firsthand online, and the news media being able to report on and 
link to it.

Allen’s advisors, skilled and experienced in the old model of politi-
cal campaigning, were flummoxed. At first they denied that the inci-
dent had happened. Then they claimed that Allen had done nothing 
wrong, explaining that “Macaca” wasn’t meant as a slur. And then they 
pivoted to claiming that Allen had actually said “Mohawk,” referring to 
Sidarth’s hair.

The problem with each explanation was that, unlike in the past, any-
one who wanted to could now see the evidence for themselves. They 
could click “play” and hear the ugly word again and again. They could 
see that Allen was using it to describe the one brown-skinned person 
in a crowd of white people and suggesting that Sidarth wasn’t a “real” 
American.

Allen’s lead in the polls plummeted, and he went on to lose a race in 
which his victory had been all but guaranteed. Instead of making a run 
for president, he never served in elected office again. As for Sidarth, he 
was named Salon’s person of the year: a “symbol of politics in the 21st 
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century, a brave new world in which any video clip can be broadcast in-
stantly everywhere and any 20-year-old with a camera can change the 
world.”

What became known as the “Macaca moment” was a hint of the web-
driven radical transparency that was just starting to change how infor-
mation was gathered and shared  —  even the nature of secrecy itself.

The relatively new digital camera that Sidarth used to document Al-
len’s fateful words has since been followed by some 9 billion digital de-
vices that, importantly, are now linked online. By 2020, that number 
will soar to 50 billion, as devices ranging from smartphones to smart 
cars to smart toothbrushes all join in to feed the internet.

Most significantly, all of the new items coming online carry some-
thing that the computers used by ARPANET, and even the one used 
by Mark Zuckerberg to create Facebook, lacked: “sensors,” devices for 
gathering information about the world beyond the computer. Some sen-
sors are self-evident, like the camera of a smartphone. Others lurk in 
the background, like the magnometer and GPS that provide informa-
tion about direction and location. These billions of internet-enabled de-
vices, each carrying multiple sensors, are on pace to create a world of 
almost a trillion sensors. And any information put online comes with 
“metadata,” akin to digital stamps that provide underlying details of the 
point of origin and movement of any online data. Each tweet posted on 
Twitter, for instance, carries with it more than sixty-five different ele-
ments of metadata.

This plethora of sensors and associated metadata is making real an 
idea that has long possessed (and frightened) humanity: the possibil-
ity of an ever-present watcher. The ancient Greeks imagined it as Ar-
gus Panoptes, a mythological giant with 100 eyes. During the Enlight-
enment, the English philosopher Jeremy Bentham turned the monster 
into the Panopticon  —  a hypothetical building in which all the occu-
pants could be observed, but they never saw those watching them. Om-
inously, Bentham pitched his design as being useful for either a factory 
or a prison. George Orwell then gave the panoptic idea an even darker 
spin in his novel 1984. His futuristic totalitarian world was filled with 
“telescreens,” wall-mounted televisions that watched viewers while they 
watched the screens.

Today, the combination of mass sensors and social media has ren-
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dered these bizarre fantasies an equally bizarre reality. Yet rather than 
gods or rulers, we are collectively the ones doing the watching. A de-
cade after Allen flamed out, any politician worth their salt, gazing into a 
crowd of a hundred people, might reasonably assume they are the sub-
ject of no less than a half dozen videos and many more photographs, 
texts, and audio snippets, any of which might prompt scores of social 
media reactions. Indeed, they would likely be upset if no one posted 
about the event online. To ensure that didn’t happen, they would likely 
be doing it themselves. In the run-up to the 2018 U.S. midterm elections, 
some candidates were pushing out more than a dozen Facebook videos 
a day.

None of this means that gaffes like Allen’s no longer happen, nor that 
racist comments are no longer made; rather the opposite. When every-
thing can be recorded, everything is on the record.

The amount of data being gathered about the world around us and 
then put online is astounding. In a minute, Facebook sees the creation of 
500,000 new comments, 293,000 new statuses, and 450,000 new photos; 
YouTube the uploading of more than 400 hours of video; and Twitter 
the posting of more than 300,000 tweets. And behind this lies billions 
more dots of added data and metadata, such as a friend tagging who ap-
peared in that Facebook photo or the system marking what cellphone 
tower the message was transmitted through. In the United States, the 
size of this “digital universe” doubles roughly every three years.

Each point of information might be from an observer consciously 
capturing a speech or a gun battle, or it might be unwittingly shared with 
the world, as was Athar’s coverage of the bin Laden raid. The most valu-
able information might even lurk in the background. Snapping tourist 
photos of a harbor, Chinese civilians once accidentally revealed secrets 
of their navy’s new aircraft carrier, under construction in the distance. 
Or an interesting tidbit might lie in the technical background. Exercise 
apps have inadvertently revealed everything from the movements of a 
murderer committing his crime to the location of a secret CIA “black 
site” facility in the Middle East. (A heat map made from tracing agents’ 
daily jogs around the perimeter of their base provided a near-perfect 
outline of one installation.)

In 2017, General Mark Milley, chief of staff of the U.S. Army, summed 
up what this means for the military: “For the first time in human history, 
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it is near impossible to be unobserved.” Consider that in preparation for 
D-Day in June 1944, the Allies amassed 2 million soldiers and tens of 
thousands of tanks, cannons, jeeps, trucks, and airplanes in the British 
Isles. Although German intelligence knew that the Allied forces were 
there, they never figured out where or when they would strike. That in-
formation came only when the first Americans stormed Utah Beach. 
Today, a single soldier’s or local civilian’s Facebook account would be 
enough to give away the whole gambit. Indeed, even their digital silence 
might be enough to give it away, since a gap in the otherwise all-encom-
passing social media fabric would be conspicuous.

What’s unveiled is not just the movement of armies. Such data can 
be used to geographically pinpoint people, even in circumstances 
where they’d rather not be found. For instance, Ashley Madison is a 
social network that links people thinking of cheating on their spouses. 
Its algorithms mine social media to detect when business travelers ar-
rive at a hotel (and thus are more likely to stray from their marriages). 
In a similar fashion, in the fighting that began in Ukraine in 2014, Rus-
sian military intelligence pinpointed the smartphones of Ukrainian 
soldiers arriving on the front lines. Just as Ashley Madison uses geo-
graphically targeted data to fire off web ads to potentially philandering 
travelers, the Russians used it to send messages like “They’ll find your 
bodies when the snow melts.” Then their artillery began firing at the 
Ukrainians.

But what stands out about all this information is not just its massive 
scale and form. It is that most of it is about us, pushed out by us. This all 
arguably started back in 2006, when Facebook rolled out a design up-
date that included a small text box that asked a simple question: “What’s 
on your mind?” Since then, the “status update” has allowed people to 
use social media to share anything and everything about their lives they 
want to, from musings and geotagged photos to live video feeds and 
augmented-reality stickers.

The result is that we are now our own worst mythological mon-
sters  —  not just watchers but chronic over-sharers. We post on every-
thing, from events small (your grocery list) to momentous (the birth of 
a child, which one of us actually live-tweeted). The exemplar of this is 
the “selfie,” a picture taken of yourself and shared as widely as possible 
online. At the current pace, the average American millennial will take 
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around 26,000 selfies in their lifetime. Fighter pilots take selfies during 
combat missions. Refugees take selfies to celebrate making it to safety. 
In 2016, one victim of an airplane hijacking scored the ultimate millen-
nial coup: taking a selfie with his hijacker.

These postings are revelatory of our personal experiences, of course. 
But they also now convey the weightiest issues of public policy. The 
first sitting world leader to use social media was Canadian prime minis-
ter Stephen Harper in 2008, followed quickly by U.S. president Barack 
Obama. A decade later, the leaders of 178 countries have joined in. 
Even former Iranian president Mahmoud Ahmadinejad, who famously 
banned Twitter during a brutal crackdown, has since changed his mind 
on the morality  —  and utility  —  of social media. He debuted online 
with a friendly English-language video as he stood next to the Iranian 
flag. “Let’s all love each other,” he tweeted.

It is not just world leaders, though. Agencies at every level and in ev-
ery type of government now share their own news, from some 4,000 na-
tional embassies to the fifth-grade student council of the Upper Green-
wood Lake Elementary School. National militaries have gotten in the 
game as well. In the United States, the Army, Navy, Air Force, and Ma-
rine Corps all have an official social media presence. So do their bases, 
combat units, generals, and admirals. Even the status of individual mili-
tary operations is now updated. When the U.S. military’s Central Com-
mand expanded Operation Inherent Resolve against ISIS in 2016, Twit-
ter users could follow along directly via the hashtag #TalkOIR. A U.S. 
military officer even popped up on the discussion forum Reddit for its 
signature Ask Me Anything series. He answered dozens of questions on 
the state of anti-ISIS operations, but delicately declined to offer the U.S. 
military’s thoughts on the latest season of the Archer television show.

The result of all this sharing is an immense, endlessly multiplying 
churn of information and viewpoints. And it matters not just for the here 
and now. Nothing truly disappears online. Instead, the data builds and 
builds, just waiting to reemerge at any moment. According to law pro-
fessor Jeffrey Rosen, the social media revolution has essentially marked 
“the end of forgetting.”

This massive accumulation of updates, snapshots, and posts over 
time offers revelations of its own. The clearest exemplar of this phenom-
enon is the first president to have used social media before running for 
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office. As both a television celebrity and social media addict, Donald 
Trump entered politics with a vast digital trail behind him. The Inter-
net Archive has a fully perusable, downloadable collection of more than 
a thousand hours of Trump-related video, while his Twitter account has 
generated some 40,000 messages. Never has a president shared so much 
of himself  —  not just words, but even neuroses and particular psycho-
logical tics  —  for all the world to see. Trump is a man  —  the most pow-
erful in the world  —  whose very essence has been imprinted on the in-
ternet.

Tom Nichols is a professor at the U.S. Naval War College who 
worked with the intelligence community during the Cold War. He ex-
plains the unprecedented value of this vault of information: “It’s some-
thing you never want the enemy to know. And yet it’s all out there . . . It’s 
also a window into how the President processes information  —  or how 
he doesn’t process info he doesn’t like. Solid gold info.” Russian intelli-
gence services reportedly came to the same conclusion, using Trump’s 
Twitter account as the basis on which to build a psychological profile of 
the forty-fifth president.

And exhaustive though it is, Trump’s online dossier encompasses 
only a single decade and started only when he was in his 60s. Nearly ev-
ery future politician or general or soldier or voter will have a much big-
ger dataset, from much earlier in life. Indeed, this inescapable record 
may well change the prospects of those who wish to become leaders in 
the future. As Barack Obama said after he left office, “If you had pictures 
of everything I’d done in high school, I probably wouldn’t have been 
President of the United States.”

The consequences of such extensive online sharing go beyond broad-
casting our day-to-day activities and thoughts. Social media can also 
provide a surprisingly clear window into our psychological and neuro-
logical states. Luke Stark, a researcher in the sociology department at 
Dartmouth College, explains that accumulated online postings provide 
“something much more akin to medical data or psychiatric data.” Even 
the most trivial details can be unexpectedly revealing. Consistent use of 
black-and-white Instagram filters and single-face photos, for instance, 
has proven a fairly good identifier of clinical depression.

As unprecedented as all this information may be, it matters little un-
less there’s someone on the other end to appreciate  —  or exploit  —  it. 
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Just as the internet has changed the volume, source, and availability of 
content, it also has wrought dramatic changes in how this information 
is used.

THE ELECTRIC BRAIN AWAKENS

The ten killers snuck into Mumbai’s port aboard inflatable boats on No-
vember 26, 2008. Once ashore, they split up, fading into the megacity 
of some 18 million people. The attacks started soon after: a staccato of 
massacres at a railway station, a tourist café, a luxury hotel, and a syna-
gogue. Over the next three days, 164 civilians and police officers would 
be killed. Another 300 would be injured. The tragedy would mark the 
deadliest Indian terror attack in a generation. It also signaled a radical 
change in how the news was both parsed and spread.

Although there were just 6 million Twitter users worldwide at the 
time, Mumbai’s booming IT sector had helped build a small, vocal net-
work of early adopters. The tweets began minutes after the first attack: 
140-character reports, observations, cries for help, and words of warn-
ing that captured each explosion and gunshot. “I have just heard 2 more 
loud blasts around my house in colaba,” wrote @kapilb, blocks from one 
attack. “Grenades thrown at colaba,” added @romik a few minutes later.

Users living thousands of miles from the attack also served as unex-
pected conduits for those trapped inside it. When the terrorists took 
hostages in two Mumbai hotels, a Silicon Valley–based venture capital-
ist helped spread the news. “I just spoke with my friends at the Taj and 
Oberoi,” tweeted @skverma, “people have been evacuated or are barra-
caded in their Rooms.”

With Indian authorities reeling and journalists restricted as Mum-
bai became an instant and unexpected war zone, much of the useful re-
porting originated from a network that emerged spontaneously. Mum-
bai’s online community kicked into gear, sharing riveting stories that 
quickly spread across the digital ecosystem. One brave resident took to 
the streets, snapping dozens of pictures. He posted them to the image-
sharing service Flickr, originally created for video gamers. In a reversal 
of journalistic practice, these amateur photographs filled the front pages 
of newspapers the next day.
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Of course, as this network of amateur reporters recounted the Mum-
bai attacks, it also spread all the spurious rumors that we know now ac-
company such events. There were fake reports of nonexistent attacks, 
which then begat more falsehoods as people reacted to them. So new 
communities arose to sift through the mountain of data, networks of 
online analysts separating fact from fiction.

In a move that would soon become the norm, the Mumbai attacks got 
their own Wikipedia page  —  roughly four hours after the first shots had 
been fired. Dozens of volunteer editors pitched in, debating everything 
from serious allegations of external support (rumors of Pakistani gov-
ernment involvement were already swirling) to tricky issues of phras-
ing (were the attackers “Muslim militants” or “Muslim terrorists”?). All 
told, before the last terrorist had been cornered and shot, the Wikipedia 
entry was edited more than 1,800 times.

Another important new tool was put to work. Google Maps, launched 
in 2005, had made it possible for people scattered across the world to lo-
cate and share precise coordinates  —  a capability previously reserved 
for only the most advanced militaries. The location of each bomb blast 
and firefight was plotted as soon as it was reported. This revealed some-
thing else unexpected. It became possible not just to track the latest 
news, but to build the operation’s history. You could trace where the ter-
rorists had disembarked from their boats; where the first car bomb had 
detonated; where each gun battle had taken place. Eventually, Google 
Maps would even plot the location of victims’ funerals.

Anyone in the world could now monitor a battle unfolding in real 
time. This included even the people who had sent the attackers. Nest-
ing in a control room in Karachi, Pakistan, the operation’s commanders 
reportedly kept in cellphone contact with the gunmen on the ground, 
guiding them from target to target. Rather than relying on some secret 
intelligence network for updates, they could track the same social me-
dia platforms as everyone else. Just as a tweet about a possible explosion 
warned others to stay away, it helped the militants predict the focus of 
attention and the paths of emergency responders.

Eventually, the online crowd began realizing this and urged others to 
stop talking about the movement of Indian security forces. Some took 
it upon themselves to police the news. One widely shared message de-
clared, “Indian government asks for live Twitter updates from Mum-
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bai to cease immediately. ALL LIVE UPDATES  —  PLEASE STOP 
TWEETING.” The Indian government had said no such thing; it was 
fake news. Others began to fight back the only way they knew how, 
sending a flurry of tweets at the terrorists. “Die, die, die, if you’re read-
ing this,” one wrote.

The online activity also begat a new kind of emergency coordina-
tion. Messages poured in begging for blood donations, directing donors 
to the hospital where most of the victims had been taken. Other users 
spread word of tip lines, publicizing the information further and faster 
than the Indian government could on its own. This was a radical de-
parture from past emergencies, which had depended on sluggish public 
broadcast systems and word of mouth.

As the smoke cleared, the Mumbai attack left several legacies. It was 
a searing tragedy visited upon hundreds of families. It brought two nu-
clear powers to the brink of war. And it foreshadowed a major techno-
logical shift. Hundreds of witnesses  —  some on-site, some from afar  
—  had generated a volume of information that might previously have 
taken months of diligent reporting to gather. By stitching these individ-
ual accounts together, the online community had woven seemingly dis-
parate bits of data into a cohesive whole. It was like watching the grow-
ing synaptic connections of a giant electric brain.

There is a word for this: “crowdsourcing.” An idea that had danced 
excitedly on the lips of Silicon Valley evangelists for years, crowdsourc-
ing had been originally conceived as a new way to outsource software 
programming jobs, the internet bringing people together to work col-
lectively, more quickly and cheaply than ever before. As social media 
use had skyrocketed, the promise of crowdsourcing had extended into a 
space beyond business. Mumbai proved an early, powerful demonstra-
tion of the concept in action. The incidents would swiftly multiply from 
there.

At its core, crowdsourcing is about redistributing power  —  vesting 
the many with a degree of influence once reserved for the few. Some-
times, crowdsourcing might be about raising awareness, other times 
about money (also known as “crowdfunding”). It can kick-start new 
businesses or throw support to people who might once have languished 
in the shadows. It was through crowdsourcing, for instance, that septu-
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agenarian socialist Bernie Sanders became a fundraising juggernaut in 
the 2016 U.S. presidential election, raking in $218 million online.

Of course, like any useful tool, crowdsourcing has also been bent to 
the demands of war. A generation ago, Al Qaeda was started by the son 
of a Saudi billionaire. By the time of the Syrian civil war and the rise of 
ISIS, the internet was the “preferred arena for fundraising” for terror-
ism, for the same reasons it has proven so effective for startup compa-
nies, nonprofits, and political campaigns. It doesn’t just allow wide geo-
graphic reach. It expands the circle of fundraisers, seemingly linking 
even the smallest donor with their gift target on a personal level. As The 
Economist explained, this was, in fact, one of the key factors that fueled 
the years-long Syrian civil war. Fighters sourced needed funds by learn-
ing “to crowdfund their war using Instagram, Facebook and YouTube. 
In exchange for a sense of what the war was really like, the fighters asked 
for donations via PayPal. In effect, they sold their war online.”

Just as any digital marketing guru would advise, Syrian fighting 
groups have molded their message to reflect the donor pool’s interest. 
Many of Syria’s early rebel fighters sought to establish a free, secular 
democracy. But this prospect didn’t excite the fundamentalist donors 
from the wealthy Arab states. So, to better sell their effort online, even 
secular fighters grew impressively long beards and made sure to pep-
per their battle videos with repetitions of “Allahu Akbar” (God is great).

Fundraisers also got creative through what became known as “finan-
cial jihad.” Some clerics argued that online pledges allowed donors to 
fulfill their religious duties in the same way they would if they had actu-
ally served in battle. Much as you might sponsor your cousin’s “fun run” 
to fight cancer, you could sponsor a rocket-propelled grenade (RPG) 
launcher for a Syrian rebel (it went for $800). Or you could back the reb-
els’ opponents. Hezbollah, the Iranian-sponsored terror group that al-
lied with the Syrian regime, ran an “equip a mujahid” campaign on Face-
book and Twitter. It similarly allowed online supporters to fulfill their 
religious obligations by buying weapons and ammunition for the war.

As radical transparency merges with crowdsourcing, the result can 
wander into the grotesque. In 2016, a hard-line Iraqi militia took to In-
stagram to brag about capturing a suspected ISIS fighter. The militia 
then invited its 75,000 online fans to vote on whether to kill or release 
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him. Eager, violent comments rolled in from around the world, includ-
ing many from the United States. Two hours later, a member of the mi-
litia posted a follow-up selfie; the body of the prisoner lay in a pool of 
blood behind him. The caption read, “Thanks for vote.” In the words 
of Adam Linehan, a blogger and U.S. Army veteran, this represented a 
bizarre evolution in warfare: “A guy on the toilet in Omaha, Nebraska, 
could emerge from the bathroom with the blood of some 18-year-old 
Syrian on his hands.”

The rapidity with which these bloodthirsty votes came in illustrates 
how the speed at which these spontaneous online collectives form is ac-
celerating apace with the information environment. In 2008, the online 
mosaic of the Mumbai terror attacks was pieced together in a matter 
of hours. Five years later, at the Boston Marathon Bombing of April 15, 
2013, this timeline had shifted by an order of magnitude.

It took about thirty seconds for Boston’s emergency coordination 
center to learn of the attack that killed 3 people and wounded nearly 300 
more  —  a fact that it would proudly document in an after-action report 
commissioned a year later. But the news was already online. The very 
moment when Boston police officers and firefighters were shouting into 
their radios, @KristenSurman tapped out a frantic message to her Twit-
ter followers: “Holy shit! Explosion!” Seconds later, @Boston_to_a_T 
uploaded the first photo of the attack, taken mid-fireball. It took three 
minutes for the terror attack to be reported by a professional media out-
let. The coverage came via a quick tweet from Fox Sports Radio  —  but 
not in Boston; in Washington State. By contrast, it took nearly an hour 
for Boston police to formally confirm the bombing.

Since then, the size and reach of this online audience has continued 
to grow exponentially, while the number of global smartphone users has 
more than doubled. Virtually any event leaves a digital trail that can be 
captured, shared, and examined by hungry internet users. As the au-
dience eagerly rushes from one development to the next, it drives new 
developments of its own. Less and less is there a discrete “news cycle.” 
Now there is only the news, surrounding everyone like the Force in Star 
Wars, omnipresent and connected to all.

The best way to describe the feeling that results is a term from the 
field of philosophy: “presentism.” In presentism, the past and future are 
pinched away, replaced by an incomprehensibly vast now. If you’ve ever 

66  LikeWar

Singer_LIKEWAR_F.indd   66 7/20/18   11:21 AM



found yourself paralyzed as you gaze at a continually updating Twitter 
feed or Facebook timeline, you know exactly what presentism feels like. 
Serious reflection on the past is hijacked by the urgency of the current 
moment; serious planning for the future is derailed by never-ending dis-
traction. Media theorist Douglas Rushkoff has described this as “pres-
ent shock.” Buffeted by a constant stream of information, many internet 
users can feel caught in a struggle just to avoid being swept away by the 
current.

With the marriage of radical transparency and ever faster and more 
feverish crowdsourcing, the line between observer and participant has 
been irrevocably blurred. “News” originates not just with journalists, 
but with anyone at the scene with a smartphone; any soldier with an 
Instagram account; any president tweeting away while watching Fox 
News in his bedroom. In a sense, everyone has become part of the news. 
And while people who serve to make sense of the madness still exist, the 
character and identity of these gatekeepers have transformed as well.

THE NEW MIDDLE

The word “media” comes from the Latin word for “middle.” For the past 
century, “media” has been used to refer to the professional journalists 
and news organizations paid to serve as the conduit between the pub-
lic and the news. Today, social media has put new voices in the middle.

At the ripe old age of 11, Rene Silva joined this once-august profession. 
He started his first newspaper, printing it on his school’s photocopier. 
Soon Silva was running a full-fledged online news agency, dedicated to 
catching the stories that fell through the cracks. He built a website, he 
launched a Facebook page and YouTube channel, and he maintained an 
active Twitter feed. All this before he left high school.

Familiar though his story might sound, Silva had none of the ad-
vantages of a typical tech-savvy American teenager from suburbia. In-
stead, his Voz das Comunidades (Voice of the Community) reported 
on life in Complexo do Alemão, a cluster of Brazilian favelas infested 
with drug traffickers, with 70,000 people squeezed into a single square 
mile. Although most of Rene’s stories resembled those of any lo-
cal newspaper  —  articles on illegal parking and profiles of local lead-
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ers  —  sometimes circumstances caught up with him. In 2010, when 
the Brazilian government’s security forces launched a series of rolling 
firefights against the gangs, the 17-year-old Silva was there to capture 
it all. He live-tweeted the location of each battle, set up a video feed, 
and enlisted friends to help hunt for more stories. At times he took to 
correcting the accounts of his rivals  —  professional, adult journal-
ists, who didn’t know the neighborhood and so often misreported the 
street names. Silva’s efforts won him international acclaim, and he was 
named an honorary torchbearer in both the 2012 and 2016 Olympic 
Games. Today, he seeks to apply his hyperlocal reporting approach to 
neighborhoods across Brazil.

Just as social media has altered the people who witness and report the 
news, it has also changed those who deliberately go out and gather it. 
Across the world, there is a new breed of journalist, empowered by the 
web, often referred to as the “citizen reporter.”

Sometimes, these reporters fill in the gaps, using social media to re-
port on areas the traditional media finds unprofitable to report from. 
Selinsgrove, Pennsylvania, population 5,500, is far more bucolic than 
the Alemão favelas, but it, too, lacks a truly local paper. Into the void 
stepped 9-year-old Hilde Kate Lysiak, whose Orange Street News has 
covered everything from vandalism to a fire department corrup-
tion scandal. Hilde’s journalistic chops are perhaps best illustrated 
by how she responded when police tried to keep a murder investiga-
tion quiet, asking her not to report it. She refused. “I may be nine, but I 
have learned that my job as a reporter is to get the truth to the people. I 
work for them, not the police.”

Other times, they cover stories in places where the job of reporting 
has become too dangerous. For instance, Mexico’s decade-long drug 
war between the government, paramilitaries, and cartels has taken a 
terrible toll on society  —  and journalists. There were nearly 800 doc-
umented attacks on reporters between 2006 and 2016, killing dozens.

As they seek to avoid this fate, media organizations face a terrible set 
of choices. Some have become criminal mouthpieces, employing cartel-
affiliated reporters known as “links.” Others have become more selec-
tive in the kinds of news they cover. The Norte newspaper in Juárez took 
the second route, avoiding stories that might anger the state’s secret car-
tel overseers. As one editor explained, “You do it or you die, and nobody 
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wants to die. Auto Censura  —  self-censorship  —  that’s our shield.” But 
even that wasn’t enough to hold the cartels at bay. In 2017, the Norte 
shuttered with a final, bitter “Adiós.”

Into this void stepped Felina, a woman whose Twitter handle and im-
age were inspired by Catwoman, of comic book legend. Her home state 
of Tamaulipas had been split between two gangs, the Gulf Cartel and 
the Zetas, whose war had killed over 15,000 people. Faced with this on-
going horror, she and a small group of online vigilantes banded together 
to form an organization to inform and protect their fellow citizens. 
They called it Valor por Tamaulipas (Courage for Tamaulipas). With 
Felina serving as administrator, the group built a crowdsourced news 
service that gathered and distributed the information that residents of 
Tamaulipas needed to know to stay safe. The reports ranged from no-
tifications of ongoing shootouts to photos of trigger-happy cartel mem-
bers, so citizens would know which streets and people to avoid.

Felina was soon curating one of the most popular social media chan-
nels in the state, with over half a million followers on Facebook and 
100,000 on Twitter. This success, though, marked Felina as a target. A 
cartel offered a reward of 600,000 pesos (about $48,000 at the time) for 
the identities of the site’s anonymous administrators. It even posted its 
own message to the citizen journalists’ feed: “We’re coming very close 
to many of you . . . watch out felina.”

Felina was undeterred. The threats attracted even more attention  —  
the internet’s most powerful currency. Web traffic quadrupled, and fans 
from near and far celebrated their work. Inspired, Felina threw herself 
into a grander vision of transforming Tamaulipas. She labored to raise 
money for poor people, organizing blood donor drives and even helping 
to find a needy person a pair of orthopedic shoes.

This generosity of spirit may have been Felina’s undoing, seeding 
clues that the cartels used to track her down. On October 16, 2014, Fe-
lina’s Twitter account posted the following message: “fr iends and 
fa mily, my r eal na me is mar ía del rosar io fuentes ru-
bio. i a m a physician. today my life has come to an end.”

The feed that had long sought to help the citizens of Tamaulipas then 
posted two photos in rapid succession. The first showed a middle-aged 
woman looking directly into the camera. The second showed the same 
woman lying on the floor, a bullet hole in her head. As journalist Ja-
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son McGahan put it, “She tweeted against the Mexican cartels. They 
tweeted her murder.”

With such risks, the work of these brave citizen reporters becomes 
something more than mere reporting. Perhaps the most notable exam-
ple unfolded in the midst of the terrible group ISIS, whose rise also per-
sonified social media’s new power. In 2013, the city of Raqqa, Syria, fell 
to ISIS, becoming its capital. Soon, Raqqa became an epicenter of hor-
ror, from the brainwashing of children to public crucifixions. Yet, be-
cause ISIS had a practice of murdering professional journalists, there 
was no one from the international media to document and report this 
reign of terror.

So a group of seventeen citizens banded together to tell the story of 
their city’s destruction. They did so via an online news network they 
called Raqqa Is Being Slaughtered Silently. It was as much an act of re-
sistance as reporting. Their belief, as one member put it, was that “truth-
telling” would prove to be more powerful than ISIS’s weapons.

For years, these citizen reporters were the primary source of informa-
tion on life in a city ruled by ISIS. The group’s work was incredibly dan-
gerous, with ISIS on the constant hunt for them and anyone they loved. 
Soon after the network’s launch, ISIS began broadcasting counterpro-
gramming titled “They Are the Enemy So Beware of Them.” It showed 
a group, whom ISIS claimed to be the reporters and their families, be-
ing paraded in front of cameras and then hanged from a tree. Raqqa Is 
Being Slaughtered Silently then reported these executions, sadly noting 
that ISIS had killed the wrong people. Eventually, ten members of the 
network were found and killed. One woman, Ruqia Hassan, dashed off 
a quick Facebook post shortly before ISIS police captured and executed 
her. “It’s okay because they will cut my head,” she wrote. “And I have dig-
nity, it’s better than I live in humiliation.” For both its bravery and nov-
elty, the group was awarded a 2015 International Press Freedom Award.

A common thread runs through all of these stories. From favela life 
to cartel bloodlettings to civil wars, social media has erased the distinc-
tion between citizen, journalist, activist, and resistance fighter. Anyone 
with an internet connection can move seamlessly between these roles. 
Often, they can play them all at once.

This communications revolution has been complemented by an-
other shift, easier to miss but perhaps even more consequential. Just as 
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the people who document and reveal secrets to the world have changed, 
so, too, have the people who traditionally work behind the scenes col-
lecting and analyzing this information. They’re called “intelligence an-
alysts,” or, more colloquially, “spies.” And today, they look (and work) 
quite a bit different indeed.

WORK-FROM-HOME SHERLOCK HOLMES

As he boarded his long-haul flight from the Netherlands to Malaysia on 
July 17, 2014, the Dutch musician Cor Pan snapped a picture of the wait-
ing Boeing 777 and uploaded it to Facebook. “In case we go missing, 
here’s what it looks like,” he wrote. It was supposed to be a joke. Instead, 
it would become one of the last digital echoes of a terrible tragedy.

A few hours later, the plane was flying over eastern Ukraine, a region 
divided between the local government and Russian-backed separatists. 
Many of the 298 passengers and crew aboard were drowsing with the 
shades drawn. They were a mix of vacationers, business travelers, and a 
group of scientists bound for an HIV/AIDS conference. In the cockpit, 
the mood was similarly placid. The pilots’ biggest worry was light tur-
bulence. We know this because all the sounds and activity on the cock-
pit voice recorder were perfectly normal, up until the thirty millisec-
onds before it stopped working.

The pilots never saw the missile as it pierced the cloud cover to their 
left. In a fraction of a second, over 7,600 pieces of superheated shrapnel 
tore through the cockpit, ripping the pilots to shreds. The blast cleaved 
the front of the plane from the rest of the fuselage. As the aircraft jerked 
and began to fall, it separated into three pieces. Many passengers in the 
cabin remained alive through the plane’s plummet, struggling to under-
stand what was happening. For ninety seconds, they were overwhelmed 
with deafening sounds; stomach-turning acceleration; a cyclone of 
serving trays and carry-on luggage; fierce winds and extreme cold.

There was no surviving the final impact. All 298 would die.
As flaming wreckage fell just outside the town of Hrabove, it took 

under five minutes for the first reports to appear online. A local witness 
described the moment she would never forget: the bodies “just fell very, 
very hard to the ground.”
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As the story rocketed across the internet, each side in the war zone 
that the plane had fallen into  —  the Ukrainian government and Rus-
sian-backed separatists  —  quickly blamed the other for the tragedy. Al-
though social media exploded with theories, actual facts were hidden in 
a swirling fog. The rebels barred international investigators from visit-
ing the crash site, preventing any independent examination for the next 
two weeks. It seemed that whoever had just killed 298 civilians would 
have ample time to disappear.

What they hadn’t counted on was a soft-spoken former World of War-
craft addict. Sitting 2,000 miles away at his computer, he already had ac-
cess to all the evidence he would need.

Three years earlier, Eliot Higgins had been a stay-at-home dad, dot-
ing on his infant daughter in their cozy Leicester, England, home. De-
ciding he was spending too much time online playing video games and 
commenting on news stories, he turned to channel his interests into 
something more useful  —  starting a blog about the Syrian civil war that 
had just begun. He took the handle “Brown Moses,” from one of the 
iconoclastic rocker Frank Zappa’s more obscure songs, which asked, 
“What wickedness is dis?”

Yet Higgins had never even been to Syria. He didn’t speak Arabic. By 
his own admission, his knowledge of any type of conflict was limited to 
what he’d seen in Rambo movies. Indeed, he rarely left his house. He 
didn’t have to. Thanks to millions of social media accounts, the Syrian 
civil war came to him.

His gifts were patience and diligence. His weapons were YouTube and 
Google Maps. Higgins taught himself how to find and track weapon se-
rial numbers; how to use landmarks and satellite imaging to trace some-
one’s steps; how to combine and catalog a stream of tens of thousands 
of videos. Soon enough, Higgins was charting each new development 
in a twisting, chaotic conflict. He uncovered hidden rebel weapon sup-
ply lines. He built a mountain of evidence to show that the Syrian dicta-
tor Bashar al-Assad had used nerve gas on his own people. From mod-
est Blogspot beginnings, Brown Moses was soon rivaling not just the 
professional news media in his reporting, but some government intel-
ligence agencies as well.

But this was only his first act. As interest in his unusual methods 
grew, Higgins launched a crowdfunding campaign for a new kind of on-
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line project dedicated to “citizen investigative journalists.” The organi-
zation was dubbed Bellingcat. The name was taken from the old fable 
in which a group of mice conspire to place a bell around a cat’s neck, so 
that they might always be warned of its approach.

Bellingcat had barely launched when flight MH17 fell from the sky. 
The first cat had come stalking.

One day after the tragedy, with international media awash in specu-
lation and finger-pointing, Bellingcat published its first report. It was 
a straightforward summary of social media evidence to date, focused 
on sightings of a Russian Buk surface-to-air missile launcher that had 
been prowling near the crash site at the time of the tragedy. On July 22, 
Higgins posted a follow-up, superimposing images of wreckage against 
pictures of the intact plane, tracing the pattern of shrapnel damage. 
He drew no firm conclusions, pushing back against sketchy accounts 
posted by both Russians and Ukrainians. Bellingcat would only report 
the facts, as the digital bread crumbs revealed them.

It took a certain kind of person to excel in this work. Social media 
forensics requires endless focus and an attention to detail that some-
times borders on unhealthy. “I played a lot of role-player games,” Hig-
gins explained. “Believe me, there are a lot of obsessive people out there 
who could probably put their passions to a more productive use.” A di-
verse crew of obsessive volunteers joined the hunt, an international on-
line collective forming. They ranged from a Finnish military officer 
who knew Russian weapons, to Aric Toler, an American volunteer from 
North Carolina, who sheepishly told us how his main qualification was 
just being “good at the internet.” He’d spend hours each day tumbling 
through obscure Russian social media channels, surfacing only for oc-
casional coffee breaks and visits to the Chipotle next door. His in-laws 
thought he was wasting his time online. They didn’t realize Toler was 
investigating war crimes.

The Bellingcat team soon tracked down multiple images and vid-
eos that showed a Buk missile launcher in the vicinity of MH17’s flight 
path on the day of the tragedy, clearly within separatist territory. But the 
team noticed something even more telling. In photographs posted from 
before the time of the plane crash, the vehicle carried four missiles; in 
photographs taken soon after the crash, only three. They’d found their 
smoking gun.
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But then the trail seemed to go cold. Although they could find plenty 
of other online photos of Russian-manned Buks deployed to aid the reb-
els, they couldn’t find any additional matches for this particular vehi-
cle. The images also showed that a shell game was being played. The 
painted vehicle number had been changed both before and after the July 
17 event, and it could easily be changed again.

The breakthrough came when the analysts shifted their gaze lower. 
They realized that every Buk vehicle had a rubber skirt to help stop its 
treads from throwing up mud and dirt. Because each vehicle has its 
own particular driving history, each rubber skirt has a unique pattern 
of wear and tear. Now the Bellingcat team had the equivalent of a fin-
gerprint to hunt for across every photograph and snippet of video that 
came out of eastern Ukraine.

They soon located photos of the Buk that had shot the missile in a 
convoy filmed crossing from Russia into Ukraine on June 23  —  and 
leaving again on July 20. They were then able to trace backward, find-
ing the unit to which the Buk in the convoy belonged: the 2nd Battalion 
of the 53rd Anti-Aircraft Missile Brigade of the Russian army. Belling-
cat posted their findings online, mapping out the odyssey of the weapon 
that had killed 298 people, as well as showing its Russian origin.

The weapon and even its unit had been found, but who had pulled 
the trigger? Here the answer was provided by the shooters themselves. 
Searching through Russian soldiers’ profiles on VKontakte, or VK (es-
sentially a Russian version of Facebook), the Bellingcat team found im-
ages of military equipment, dour group photographs, and hundreds of 
angsty selfies. One conscript had even snapped a picture of an atten-
dance sheet for a 2nd Battalion drill shortly before its deployment to 
Ukraine.

It wasn’t just the soldiers who opened the lens to their war, but also 
their friends and families. The Bellingcat team found particular value 
in an online forum frequented by Russian soldiers’ wives and mothers. 
Worried about their loved ones, they traded gossip about the deploy-
ments of specific units, which also proved an intelligence gold mine.

After nearly two years of research, Bellingcat presented its findings 
to the Dutch tribunal that had been tasked with bringing the killers to 
justice. It included the names, photographs, and contact information of 
the twenty soldiers who the data showed had been manning the missile 
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system that had shot down flight MH17. It was an extraordinary feat, 
accomplished using only what was available on the internet. It was also 
damning evidence of Russian participation in a war crime.

Through their stubborn and breathtakingly focused investigation of 
the MH17 case, Eliot Higgins and Bellingcat displayed the remarkable 
new power of what is known as “open-source intelligence” (OSINT).

With today’s OSINT, anyone can gather and process intelligence in 
a way that would have been difficult or impossible for even the CIA or 
KGB a generation ago. One OSINT analyst explained to us just how 
simple it can be, through a story of his pursuit of Iranian arms smug-
gling. He began by searching for some common weapons-related words 
in Farsi, courtesy of Google Translate. Soon he discovered an article 
that profiled a young Iranian CEO, who had launched a company spe-
cializing in drones. The journalist also found a video online that showed 
the CEO’s face. This allowed him to locate the CEO in a registry of Ira-
nian aerospace professionals, which, in turn, yielded an email address as 
well as phone and fax numbers. Translating the CEO’s name into Farsi 
and searching Facebook (cross-referencing it with the email address), 
he quickly found the CEO’s account. It was confirmed with a perfect fa-
cial match. He was then able to trace the CEO’s movements, including a 
trip to Malaysia, where there is a market for drone parts. He also found 
that, despite working for a theocratic state, the Iranian CEO had a no-
table friendship with a charming young woman there, who liked to wear 
bunny ears and a six-inch skirt. Her own posts, in turn, revealed her to 
be an alumna of the “International Sex School.”

He ended the search there. In just one hour of digging, he’d been 
able to compile a list of leads that might once have taken an intelligence 
agency months to find, as well as to tease out a fertile opportunity for 
blackmail. Although he’d begun his work as a reporter, in the end it was 
tough to shake the feeling that he’d become something else entirely: a 
spy.

In some cases, these new OSINT analysts don’t even have to be hu-
man. GVA Dictator Alert is an algorithm whose sole purpose is tracking 
the flights of dictators into and out of Geneva, Switzerland  —  a favor-
ite destination for money laundering and other shady business dealings. 
The program does its job unerringly, scanning real-time aviation data 
for aircraft registered to repressive governments. Whenever an autocrat 
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arrives to check on their money, GVA Dictator Alert instantly squawks 
the information across Twitter. As the bot’s creator explained, “It’s a 
cool idea to know that every time the front wheel of their plane touches 
the tarmac in Geneva, there’s a tweet saying ‘hi, you are here, and now 
it’s public.’ ”

In revealing these secrets, OSINT showed how its ability to unveil 
what was once hidden can be a powerful potential force for good. It 
can not only catch people cutting corners (quite literally, OSINT ana-
lysts found that one of every five racers in the 2017 Mexico City Mara-
thon cheated, including several politicians hoping to tout their endur-
ance), but also shine a light on the world’s worst crimes. The manner 
in which Hitler and Pol Pot were able to kill en masse, unbeknownst to 
the wider world, is simply not possible today. The Bellingcat team, for 
instance, would use the very same approach it had brought to detect-
ing war crimes in Ukraine to documenting the use of chemical weap-
ons in Syria. Indeed, both technology and international law crossed a 
new frontier in 2017, when the International Criminal Court indicted 
Mahmoud Al-Werfalli for a series of mass killings in Libya. He was the 
first person ever to be charged with war crimes based solely on evidence 
found on social media.

Yet the very same techniques can also aid evil causes. Terrorists 
can reconnoiter potential targets without ever visiting them in person; 
they can tap into a global network of bomb makers and weapons ex-
perts without leaving their homes. The OSINT revolution also enables 
wholly new categories of crime. In Colombia, Mexico, and Venezuela, 
targets for kidnapping are selected through information gathered from 
their social media accounts. In some “virtual kidnappings,” the actual 
kidnapping is skipped entirely as the criminals extort ransom from 
friends and family, knowing when the “victim” is out of contact and un-
able to respond.

OSINT can even offer a glimpse into previously impenetrable worlds. 
After decades of dark secrecy, the modern “Lords of War”  —  arms deal-
ers  —  have embraced social media along with everybody else. Scouring 
Libyan Facebook groups, you can track hundreds of arms trades each 
month, as dealers advertise and negotiate shipments of everything from 
anti-aircraft missiles to heavy machine guns. By monitoring these sales, 
you can spot not just looming battles (evidenced by who is stocking up) 
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but also evidence of policy failure. Many of the thousands of weapons 
traded online by Middle Eastern Facebook users, for instance, can be 
traced to stocks of weapons given to the Iraqi army and Syrian rebels by 
the CIA and U.S. military.

At its most promising, the OSINT revolution doesn’t just help peo-
ple parse secrets from publicly accessible information; it may also help 
them predict the future. Predata is a small company founded by James 
Shinn, a former CIA agent. Shinn modeled his unique service on saber-
metrics, the statistics-driven baseball analysis method popularized by 
Michael Lewis’s book Moneyball. “By carefully gathering lots and lots of 
statistics on their past performance from all corners of the internet, we 
are predicting how a large number of players on a team will bat or pitch 
in the future,” Shinn explains. In this case, however, the statistics his 
firm mines are tens of millions of social media feeds around the world. 
But instead of predicting hits and strikeouts, it predicts events like riots 
and wars.

Predata uses such mass monitoring to discern online patterns that 
might be used to project real-world occurrences. Each Sunday, it sends 
out a “Week Ahead” mailer, breaking down the statistical likelihood of 
particular contingencies based on web monitoring. Billion-dollar Wall 
Street hedge funds are interested in any hints of unrest that might move 
markets. U.S. intelligence agencies are interested in signs of looming 
terror attacks or geopolitical shifts. For instance, North Korean mis-
sile and nuclear bomb tests have been predicted by analysts studying 
the correlation between past tests and social media chatter, using meta-
analysis of online conversations and website visits. The world of social 
media is becoming so revelatory that it can even help someone to antici-
pate what will happen next.

TRUE BELIEVER

“The exponential explosion of publicly available information is chang-
ing the global intelligence system . . . It’s changing how we tool, how we 
organize, how we institutionalize  —  everything we do.”

This is how a former director of the U.S. Defense Intelligence Agency 
(DIA) explained to us how the people who had once owned and col-
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lected secrets  —  professional spies  —  were adjusting to this world with-
out secrets.

OSINT has a long history, being first separated from the classic spy 
craft of coaxing and interrogation (known as human intelligence, or 
HUMINT) and the intercept of confidential communications (signals 
intelligence, or SIGINT) during World War II. The breakthrough came 
when Allied analysts with the Office of Strategic Services (the prede-
cessor of today’s CIA) discovered that they could figure out the num-
ber of Nazi casualties by reading the obituary sections of German news-
papers that were available in neutral Switzerland. By war’s end, these 
analysts were cataloging roughly 45,000 pages of European periodicals 
each week. America also launched the Foreign Broadcast Monitoring 
Service (renamed the Foreign Broadcast Information Service, or FBIS), 
which transcribed 500,000 words of radio broadcasting each day.

Through much of the Cold War, U.S. intelligence agencies collected 
OSINT on a massive scale. The U.S. embassy in Moscow maintained 
subscriptions to over a thousand Soviet journals and magazines, while 
the FBIS stretched across 19 regional bureaus, monitoring more than 
3,500 publications in 55 languages, as well as nearly a thousand hours of 
television each week. But intelligence chiefs traditionally put little faith 
in what this mass of free data yielded, rarely giving it the same weight as 
the other sources of information. Part of their skepticism arose because 
the information was so readily available (if it could be acquired so eas-
ily, how could it be valuable?), and part of it was because they suspected 
trickery (anything willingly shared by the Soviet Union must be a lie).

Ultimately, the FBIS was undone by the sheer volume of OSINT 
the internet produced. In 1993, the FBIS was creating 17,000 reports a 
month; by 2004, that number had risen to 50,000. In 2005, the FBIS was 
shuttered. Information was simply spreading too quickly online, in too 
many forms, for it to keep up. There was also no reason for the U.S. gov-
ernment to work so hard. For years, analysts had labored to maintain 
a sprawling, updated encyclopedia on the regions of the Soviet Union. 
Now there was Wikipedia.

However, a few forward-thinking intelligence officers dared to take 
the next big cognitive leap. What if OSINT wasn’t losing its value, they 
asked, but was instead becoming the new coin of the realm? The ques-
tion was painful because it required setting aside decades of training 
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and established thinking. It meant envisioning a future in which the 
most valued secrets wouldn’t come from cracking intricate codes or the 
whispers of human spies behind enemy lines  —  the sort of information 
that only the government could gather. Instead, they would be mined 
from a vast web of open-source data, to which everyone else in the world 
had access. If this was true, it meant changing nearly every aspect of ev-
ery intelligence agency, from shifting budget priorities and programs to 
altering the very way one looked at the world. But the intelligence ex-
pert we interviewed felt it was a crucial change that had to be made.

“Publicly available information is now probably the greatest means of 
intelligence that we could bring to bear,” he told us. “Whether you’re a 
CEO, a commander in chief, or a military commander, if you don’t have 
a social media component . . . you’re going to fail.”

The expert we consulted was Michael Thomas Flynn.
Flynn joined the U.S. military in 1981, at the height of the Cold War. 

He built his career in Army intelligence, rising through the ranks. Af-
ter 9/11, he was made director of intelligence for the task force that de-
ployed to Afghanistan. He then assumed the same role for the Joint Spe-
cial Operations Command (JSOC), the secretive organization of elite 
units like the bin Laden–killing Navy SEAL team that had been outed 
by social media in Abbottabad. In this position, trying to track down 
the terror cells of Al Qaeda in Iraq (AQI), Flynn realized that his opera-
tives had to look elsewhere, out in the open, for clues to where the en-
emy was hiding. And they had to do it faster than ever before.

As he explained, U.S. special operations forces were commandos 
without equal, “the best spear fishermen in the world.” But in order to 
beat an adversary that recruited so rapidly and blended so easily with 
the civilian population, the commandos would have to become “net 
fishermen.” They would eschew individual nodes and focus instead on 
taking down the entire network, hitting it before it could react and re-
constitute itself. As Flynn’s methods evolved, JSOC got better, captur-
ing or killing dozens of terrorists in a single operation, gathering up the 
intelligence, and then blasting off to hit another target before the night 
was done. Eventually, the shattered remnants of AQI would flee Iraq for 
Syria, where they would ironically later reorganize themselves into the 
core of ISIS.

Flynn’s career took off. He was promoted to three-star general and, 
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in 2012, appointed to lead the DIA, the agency charged with central-
izing intelligence across the entire U.S. military. Although he had no 
experience commanding such a large organization (the DIA numbered 
some 17,000 employees), Flynn was eager to translate his ideas into ac-
tion. He envisioned not just reform of the DIA, but a wider reorgani-
zation of how the entire intelligence system worked in the twenty-first 
century. It was time to shift what was being collected and how. Before 
the rise of social media, he explained, 90 percent of useful intelligence 
had come from secret sources. Now it was the exact opposite, with 90 
percent coming from open sources that anyone could tap.

Flynn sought to steer the agency in a new direction, boosting OSINT 
capabilities and prioritizing the hiring of computational analysts, who 
could put the data gushing from the digital fire hose to good use. He ex-
pected an uphill battle. OSINT, he explained, had only recently stopped 
being the “unwanted pregnancy” of military intelligence. Now, at best, 
it was a “redheaded stepchild.”

He didn’t realize the shake-up would prove a bridge too far. Flynn’s 
aggressive moves alarmed the DIA’s bureaucracy  —  not least because it 
threatened their own jobs. The agency was soon mired in chaos. Flynn’s 
leadership was also questioned, his grand vision undermined by poor 
management. Just a year and a half after his term began, Flynn was in-
formed that he was being replaced. He was forced into retirement, leav-
ing the Army after thirty-three years of service.

If that were the whole story, Flynn’s legacy might be one of a forward-
thinking prophet of the social media revolution who paid the price for 
seeking change. But his tale didn’t end there.

Flynn didn’t take his dismissal well. After he left the military, he 
channeled his energy into media appearances and speaking engage-
ments, as well as building a consulting business. He was originally mar-
keted as the general who had seen the future. But he quickly became 
better known as a critic of the Obama administration that had fired him, 
angrily denouncing it for betraying him and the nation. This brought 
celebrity and money well beyond what Flynn had made in military ser-
vice, but also new entanglements. His firm signed a shady $530,000 deal 
with a company linked to the Turkish government, which became dou-
bly questionable when Flynn failed to register as a foreign lobbying 
agent. He accepted $45,000 to speak at a glitzy Russian government–
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sponsored gala in Moscow. Photos of the ex-general sitting next to Vlad-
imir Putin at the dinner shocked many in the U.S. security establish-
ment.

Most important, Flynn’s rising celebrity came to the attention of 
Donald Trump, who had just announced his run for office. Their first 
meeting was supposed to last thirty minutes. When it ended ninety 
minutes later, the former intelligence officer walked away with new in-
sight into the future. “I knew he was going to be President of the United 
States.”

Now the angry general became Trump’s fiercest campaign surrogate, 
bestowing the inexperienced candidate with much-needed national se-
curity credibility. He used his old Army rank as a weapon, relentlessly 
attacking Trump’s rivals. In doing so, however, Flynn began to dive 
deeply into the online world that he’d previously just observed. The re-
sult wasn’t pretty.

Flynn had started his personal Twitter account, @GenFlynn, in 2011 
with a tweet linking to a news article on Middle East politics. Not a 
single person had replied or retweeted it. But as he entered politics,  
Flynn’s persona changed dramatically. His feed pushed out messages of 
hate (“Fear of Muslims is RATIONAL,” he fumed in one widely shared 
tweet), anti-Semitism (“Not anymore, Jews. Not anymore,” referring 
to the news media), and one wild conspiracy theory after another. His 
postings alleged that Obama wasn’t just a secret Muslim, but a “jihadi” 
who “laundered” money for terrorists, that Hillary Clinton was in-
volved with “Sex Crimes w Children,” and that if she won the election, 
she would help erect a one-world government to outlaw Christianity. 
To wild acclaim from his new Twitter fans, Flynn even posted on #spir-
itcooking, an online conspiracy theory that claimed Washington, DC, 
elites regularly gathered at secret dinners to drink human blood and se-
men. That message got @GenFlynn over 2,800 “likes.”

It was a remarkable turn for the once-respected intelligence officer. 
Just a few months earlier, he had cautioned us about the internet, “Now 
it’s a matter of making sure that the accuracy matters . . . You combine 
your judgment, your experience, your analysis along with the valuable 
data you get.”

Despite the online madness that violated his advice (or perhaps 
because of it), things seemed to work out well for the general. When 
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Trump won the election, Flynn was named to the position of national 
security advisor, one of the most powerful jobs in the world. His first 
tweet in the new role proclaimed, “We are going to win and win and win 
at everything we do.”

The winning didn’t last long.
Within a few weeks, Flynn would be fired, done in by a web of mis-

truths regarding his contact with Russian government officials. He 
was the shortest-serving national security advisor in American history. 
Within the year, in a plea bargain with the U.S. Department of Justice, 
Flynn would admit to making, in his words, “false, fictitious, and fraud-
ulent statements.”

As it all played out, we were reminded of one more piece of wisdom 
Flynn had imparted to us before his downfall. He’d spoken of the im-
portance of piercing through the “fog” of the modern information en-
vironment; of getting to the “golden nuggets” of actionable intelligence 
that lurked in the mists of social media. The right bit of data was already 
out there, he explained. You just had to know where to look.

The general was right. The internet has indeed exposed the golden 
nuggets  —  the truth  —  for anyone to find. But, as his story also shows, 
scattered among these bits of truth is pyrite, “fool’s gold,” cleverly engi-
neered to distract or even destroy us. It is harder than ever to keep a se-
cret. But it is also harder than ever to separate the truth from lies. In the 
right hands, those lies can become powerful weapons.
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4
The Empires Strike Back

Censorship, Disinformation, and the Burial of Truth

“Truth” is a lost cause and . . . reality is essentially malleable.

  —  Peter Pomer antsev and Micha el Weiss,  
“The Menace of Unreality”

“ INFORMATION WANTS TO BE FREE,” declared web pioneer and 
counterculture icon Stewart Brand at the world’s first Hackers Confer-
ence in 1984. This freedom wouldn’t just sound the death knell of cen-
sorship; it would also mark the end of authoritarian regimes that relied 
on it. After all, what government could triumph against a self-multiply-
ing network of information creators and consumers, where any idea 
might mobilize millions in a heartbeat? John Gilmore, an early cyber-
activist and cofounder of the Electronic Frontier Foundation, put it sim-
ply in a 1993 interview: “The Net interprets censorship as damage and 
routes around it.”

For many years, this seemed to be the case. In a dispatch for the newly 
launched Wired magazine, reporter Bruce Sterling described the key 
role of an early freedom fighter. In 1989, a mysterious digital Johnny Ap-
pleseed appeared in Czechoslovakia. Activists would credit him with 
helping to spark the uprisings that spread across Soviet-ruled Eastern 
Europe. But at the time, he was known simply as “the Japanese guy.”

Without any warning or fanfare, some quiet Japanese guy arrived at 
the university with a valise full of brand-new and unmarked 2400-
baud Taiwanese modems. The astounded Czech physics and engi-
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neering students never did quite get this gentleman’s name. He just 
deposited the modems with them free of charge, smiled cryptically, 
and walked off diagonally into the winter smog of Prague, presum-
ably in the direction of the covert-operations wing of the Japanese 
embassy. They never saw him again.

The Czech students distributed the new networking technology, us-
ing it to circulate manifestos and disseminate daily news updates. They 
were able to expand their revolutionary circles in a way never before 
possible, while evading the old methods of monitoring and censorship.

As the internet continued its blistering growth, the power of demo-
cratic dissidents followed. The first so-called internet revolution shook 
Serbia in 1996. Cut off from state media, young people used mass emails 
to plan protests against the regime of President Slobodan Milošević. Al-
though the initial protests failed, they returned stronger than ever in 
2000, being organized even more online. Serbia’s youth won out and 
kicked off a series of “color revolutions,” which soon spread throughout 
the former Soviet bloc, toppling rulers in Georgia, Ukraine, and Kyr-
gyzstan.

Then, in 2009, anger against a rigged election swept across theocratic 
Iran. While the front pages of Iranian newspapers were full of blank 
spaces (where government censors had blotted out reports), young peo-
ple took to social media to organize and share the news. An astound-
ing 98 percent of the links posted on Twitter that week were about Iran. 
Photos showed tens of thousands of Iranian youth pouring into the 
streets, a smartphone in nearly every hand. “The Revolution Will Be 
Twittered,” declared one excited headline. Wired magazine’s Italian edi-
tion nominated the internet for a Nobel Peace Prize.

In 2010, Mohamed Bouazizi, a 26-year-old Tunisian, touched off the 
next outbreak of web-powered freedom. Each morning for ten years, he 
had pushed a cart to the city marketplace, selling fruit to support his 
widowed mother and five siblings. Every so often, he had to navigate a 
shakedown from the police  —  the kind of petty corruption that had fes-
tered under the two-decade-long rule of dictator Zine el-Abidine Ben 
Ali. But on December 17, 2010, something inside Bouazizi snapped. Af-
ter police confiscated his wares and he was denied a hearing to plead his 
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case, Bouazizi sat down outside the local government building, doused 
his clothes with paint thinner, and lit a match.

Word of the young man’s self-immolation spread quickly through the 
social media accounts of Tunisians. His frustration with corruption was 
something almost every Tunisian had experienced. Dissidents began 
to organize online, planning protests and massive strikes. Ben Ali re-
sponded with slaughter, deploying snipers who shot citizens from roof-
tops. Rather than retreat, however, some protesters whipped out their 
smartphones. They captured grisly videos of death and martyrdom. 
These were shared tens of thousands of times on Facebook and You-
Tube. The protests transformed into a mass uprising. On January 14, 
2011, Ben Ali fled the country.

The conflagration soon leapt across national borders. While the 
Egyptian dictator Hosni Mubarak ordered censorship of the events 
in Tunisia, Wael Ghonim, a 30-year-old Google executive, used Face-
book to organize similar protests in Cairo. When the first 85,000 peo-
ple pledged online to march with him, Time magazine asked, “Is Egypt 
about to have a Facebook Revolution?” It was and it did. The trickle of 
pro-democracy protests turned to a raging torrent. Hundreds of thou-
sands of demonstrators braved tear gas and bullets to demand Mubarak’s 
resignation. His thirty-year reign ended in a matter of days. In the geo-
political equivalent of the blink of an eye, Egypt became a free nation.

A euphoric Ghonim gave credit where credit seemed due. “The revo-
lution started on Facebook,” he said. “We would post a video on Face-
book that would be shared by 60,000 people . . . within a few hours. I’ve 
always said that if you want to liberate a society, just give them the Inter-
net.” Elsewhere, he said, “I want to meet Mark Zuckerberg one day and 
thank him.” Another Egyptian revolutionary gave thanks in a more un-
orthodox way, naming his firstborn baby girl “Facebook.”

Political unrest soon rocked Syria, Jordan, Bahrain, and a dozen 
more nations. In Libya and Yemen, dictators who had ruled for decades 
through the careful control of their population and its sources of in-
formation saw their regimes crumble in a matter of days. Tech evange-
lists hailed what was soon called the Arab Spring as the start of a global 
movement that would end the power of authoritarian regimes around 
the world, perhaps forever.
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The Arab Spring seemed the perfect story of the internet’s promise 
fulfilled. Social media had illuminated the shadowy crimes through 
which dictators had long clung to power, and offered up a power-
ful new means of grassroots mobilization. In the words of technology 
writer Clay Shirky, online social networks gave activists a way to “or-
ganize without organizations.” Through Facebook events and Twitter 
hashtags, protests grew faster than the police could stamp them out. 
Each time the autocrats reacted violently, they created new online mar-
tyrs, whose deaths sparked further outrage. Everywhere, it seemed, 
freedom was on the march, driven by what Roger Cohen of the New 
York Times extolled as “the liberating power of social media.”

Yet not everyone felt so sure. The loudest dissenter was Evgeny Mo-
rozov. Born in 1984 in the former Soviet bloc nation of Belarus, Moro-
zov had been raised in an environment where a strongman had clung to 
power for nearly three decades. Like others his age, Morozov had enthu-
siastically embraced the internet as a new means to strike back against 
authoritarianism. “Blogs, social networks, wikis,” he remembered. “We 
had an arsenal of weapons that seemed far more potent than police ba-
tons, surveillance cameras, and handcuffs.”

But it never seemed to be enough. Not only did the activists fail to 
sustain their movement, but they noticed, to their horror, that the gov-
ernment began to catch up. Tech-illiterate bureaucrats were replaced by 
a new generation of enforcers who understood the internet almost as 
well as the protesters. They no longer ignored online sanctuaries. In-
stead, they invaded them, not just tracking down online dissidents, but 
using the very same channels of liberation to spread propaganda. More 
alarming, their tactics worked. Years after the first internet revolutions 
had sent shivers down dictators’ spines, the Belarusian regime actually 
seemed to be strengthening its hand.

Morozov moved to the United States and set his sights squarely on 
the Silicon Valley dreamers, whom he believed were leading people 
astray. In a scathing book titled The Net Delusion, he coined a new term, 
“cyber-utopianism.” He decried “an enthusiastic belief in the liberating 
power of technology,” made worse by a “stubborn refusal to acknowl-
edge its downside.” When his book was released at the height of the 
Arab Spring, those he attacked as “cyber-utopians” were happy to laugh 
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him off. If newly freed populations were literally naming their kids after 
social media, who could doubt its power for good?

As it turned out, the Arab Spring didn’t signal the first steps of a 
global, internet-enabled democratic movement. Rather, it represented 
a high-water mark. The much-celebrated revolutions began to fizzle 
and collapse. In Libya and Syria, digital activists would soon turn their 
talents to waging internecine civil wars. In Egypt, the baby named 
Facebook would grow up in a country that quickly turned back to au-
thoritarian government, the new regime even more repressive than 
Mubarak’s.

Around the world, information had been freed. But so had a coun-
tering wave of authoritarianism using social media itself, woven into 
a pushback of repression, censorship, and even violence. The web’s 
unique strengths had been warped and twisted toward evil ends. In 
truth, democratic activists had no special claim to the internet. They’d 
simply gotten there first.

CONTROL THE SIGNAL

Liu was a new arrival to the city of Weifang, China. He was new, too, 
to the city’s traditions. One balmy August evening, he stumbled upon 
a neighborhood square dance. It looked like fun, and Liu  —  tired from 
another day of hunting for work  —  decided to join in the festivities.

Too late, Liu noticed the laughter and pointed fingers from the audi-
ence, the smartphones snapping his photo. He realized that nearly all 
the other dancers were middle-aged women. Liu fled the scene, flushed 
with embarrassment. He became petrified that his picture would be 
shared online for others to mock. So he did the only thing that made 
sense to him: he decided to destroy the internet.

Liu prowled the city looking for optical cable receivers, the big boxes 
of coiled wire that relay internet data to individual households. Each 
time he found one, he forced it open and tore the receiver apart by hand. 
By the time Liu was caught, he’d caused $15,000 worth of damage. Liu 
was sent to prison, but the internet  —  although temporarily disrupted 
across parts of Weifang  —  kept right on chugging. We know this be-
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cause we read about him in an online report that made its way around 
the world.

While Liu failed in his mission, he actually had the right idea. After 
all, the internet isn’t really a formless, digital “cloud.” It is made up of 
physical things. His problem was that these “things” include billions of 
computers and smartphones linked to vast server farms that play host to 
all the world’s online services. These are then bound together through 
an ever-growing network of everything from fiber-optic cable that runs 
twenty-five times the circumference of the earth, to some 2,000 satel-
lites that circle the planet.

No one human could hope to control so monumental a creation. But 
governments are a different story.

For all the immensity of today’s electronic communications network, 
the system remains under the control of only a few thousand internet 
service providers (ISPs), the firms that run the backbone, or “pipes,” 
of the internet. Just a few ISPs supply almost all of the world’s mobile 
data. Indeed, because two-thirds of all ISPs reside in the United States, 
the average number per country across the rest of the globe is relatively 
small. Many of these ISPs hardly qualify as “businesses” at all. They are 
state-sanctioned monopolies or crony sanctuaries directed by the whim 
of local officials. Liu would never have been able to “destroy” the inter-
net. Neither can any one government. But regimes can control when the 
internet goes on (or off) and what goes on it.

Designed as an open system and built on trust, the web remains vul-
nerable to governments that play by different rules. In less-than-free 
nations around the world, internet blackouts are standard practice. All 
told, sixty-one countries so far have created mechanisms that allow for 
national-level internet cutoffs. When the Syrian uprising began, for in-
stance, the government of Bashar al-Assad compelled Syria’s main ISP 
to cut off the internet on Fridays, as that was the day people went to 
mosques and organized for protests. It doesn’t just happen in wartime. 
In 2016, the exam questions for a national high school test in Algeria 
were leaked online, spreading across kids’ social media. In response, 
government officials cut off the entire nation’s access to the internet for 
three days while students took the test. Many Algerians suspected their 
government was actually using the scandal over the exam as a way to 
test its new tools of mass censorship.
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These blackouts come at a cost. A 2016 study of the consequences of 
eighty-one instances of internet cutoffs in nineteen countries assessed 
the economic damage. Algeria’s economy lost at least $20 million dur-
ing that three-day shutdown, while a larger economy like Saudi Arabia 
lost $465 million from an internet shutdown in May 2016.

With this in mind, governments are investing in more efficient ways 
to control internet access, targeting particular areas of a country. For 
example, India is the world’s largest democracy, but when violent pro-
tests started in the district of Rohtak in 2016, everyone in the district 
had their mobile connections cut for a week. (Even this limited focus 
cost the Indian economy $190 million.) Yet even more finely tuned cen-
sorship is possible. That same year, Bahrain instituted an “internet cur-
few” that affected only a handful of villages where antigovernment pro-
tests were brewing. When Bahrainis began to speak out against the 
shutdown, authorities narrowed their focus further, cutting access all 
the way down to specific internet users and IP addresses.

A variant of this cutoff strategy is “throttling.” Whereas internet 
blocks cut off access completely, throttling slows down connections. It 
allows vital online functions to continue while making mass coordina-
tion more difficult. It’s also harder to detect and prove. (Your Facebook 
posts on the evils of the government might not be loading because of a 
web slowdown or simply because your neighbor is downloading a video 
game.) Web monitoring services, for instance, have noticed that every 
time a protest is planned in Iran, the country’s internet coincidentally 
and conveniently slows to a crawl.

A corollary to this strategy is the effort by governments to bring more 
of the internet’s infrastructure under their direct control. Apologists 
call this “data localization,” but it is better known as “balkanization,” 
breaking up the internet’s global network into a series of tightly policed 
national ones. The Islamic Republic of Iran, for instance, has poured 
billions of dollars into its National Internet Project. It is intended as a 
web replacement, leaving only a few closely monitored connections be-
tween Iran and the outside world. Iranian officials describe it as creating 
a “clean” internet for its citizens, insulated from the “unclean” web that 
the rest of us use. Of course, with each new stride in censorship, human 
ingenuity finds ways to get around it. Identity-masking technologies 
can circumvent even the strongest government controls, while com-
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munications satellites can beam data into neighboring nations as easily 
as into their own. Despite the regime’s best efforts, for instance, Syrian 
rebel fighters were able to maintain active social media profiles by us-
ing solar-powered phone chargers and tapping into the mobile data net-
work of neighboring Turkey.

But outside of the absolute-authoritarian state of North Korea (whose 
entire “internet” is a closed network of about thirty websites), the goal 
isn’t so much to stop the signal as it is to weaken it. If one has to under-
take extensive research and buy special equipment to circumvent gov-
ernment controls, the empowering parts of the internet are no longer 
for the masses. The potential network shrinks. The flow of information 
slows. And authoritarians’ greatest fear  —  the prospect of spontaneous, 
widespread political mobilization  —  becomes harder to realize.

Yet governments’ reach extends beyond the internet’s infrastructure. 
They also have the police and the courts, all the mechanisms of state-
sanctioned violence. As the internet has magnified the power of speech, 
these authoritarians haven’t hesitated to use their own unique powers 
to control it.

CONTROL THE BODY

Does a retweet actually mean endorsement? For Dion Nissenbaum, the 
answer to this question landed him in a Turkish prison.

A soft-spoken man with a neat, gray-flecked goatee, Nissenbaum is 
a journalist who has spent years reporting from the most dangerous 
places in the world. He’s been abducted by masked gunmen in the Gaza 
Strip, shot at by Israeli soldiers, rocketed by Hezbollah militants, and 
forced to ditch a broken-down car in the midst of Taliban-controlled 
Afghanistan. When the Wall Street Journal sent him on assignment to 
Turkey, Nissenbaum assumed the situation would be comparatively 
tame. He was wrong.

In July 2016, Turkey was roiled by an attempted military coup. The 
plotters followed the classic playbook, rounding up politicians in the 
middle of the night, setting up armed checkpoints at key locations in 
the major cities, and seizing control of newspaper printing presses and 
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TV stations. The idea was that the Turkish public would wake up the 
next morning to a fait accompli.

Instead, the coup became a story of the internet at its very best: a tale 
of mass mobilization that wouldn’t have been possible without social 
media. The first rallying cry came from the mayor of Ankara, taking to 
Twitter as he evaded antigovernment forces. “rt her kes sok aga,” 
he wrote. “r etweet: everyone on the str eets.”

Hundreds of thousands of Turkish citizens streamed from their 
homes. They engulfed city squares and surrounded military positions, 
chanting slogans. In almost every hand was a smartphone, inviting 
friends and family to join them, and the world to cheer them on. When 
armed soldiers took control of the printing press of the nation’s largest 
newspaper, with a daily circulation of just over 300,000 print copies, it 
didn’t matter. Its 34-year-old digital content coordinator reported the 
news on the newspaper’s Facebook page, allowing him to reach the ten 
times as many subscribers instantly. When soldiers tried to track him 
through the office building, he kept up a running commentary via Face-
book, livestreaming his dangerous game of hide-and-seek.

As the online furor grew, even more protesters hit the streets. Mean-
while, the soldiers were beset by doubt. Many had been told by their 
officers that this was a routine training exercise. Staring at the faces of 
their furious countrymen and reading the online reports, they began to 
realize the truth. By dawn, the coup’s architects had been captured or 
killed. The confused soldiers surrendered.

Instead of celebrating the triumph of online people power, Turkish 
president Recep Tayyip Erdoğan, the target of the coup, saw a differ-
ent opportunity. “This insurgency is a blessing from Allah, because it 
will allow us to purge the military,” he declared. Within three days, over 
45,000 people suspected of links to his political opponents were pushed 
out of public service or marched before kangaroo courts. Among those 
arrested were 103 admirals and generals, 15,200 teachers, even 245 staff-
ers at the Ministry of Youth and Sports. With the rebellious soldiers al-
ready in jail, few of these subsequent arrests had any connection to the 
coup. They were just people Erdogan wanted to get rid of.

Within months, over 135,000 civil servants were purged, and 1,058 
schools and universities, 16 television stations, 23 radio stations, 45 
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newspapers, 15 magazines, and 29 book publishers were shut down. As 
part of this crackdown, Facebook, Twitter, and YouTube  —  services 
whose unfettered access had been crucial in stopping the coup  —  were 
increasingly restricted. Journalists saw their accounts suspended at the 
behest of the government. Freedom of speech was curtailed, the conse-
quences demonstrated in a series of arrests of prominent figures. A sa-
tirical Instagram caption, penned by a former Miss Turkey, was enough 
to net her a fourteen-month jail sentence.

As conditions worsened, Dion Nissenbaum kept doing his job report-
ing the news. A few months after the coup, Nissenbaum was reading his 
Twitter feed, where he came across a report from an OSINT social me-
dia tracker  —  one of the same sources used by Eliot Higgins and the 
Bellingcat team. The report revealed that two Turkish soldiers being 
held captive by ISIS had been burned alive in a gruesome propaganda 
video. Nissenbaum thought it was newsworthy, as the Turkish govern-
ment had been claiming that its operations in Syria were going well. 
He clicked the “retweet” button, sharing someone else’s OSINT news 
with his few thousand followers. He thought little of it, as he regularly 
retweeted tidbits of news that came across his feed, mixed in with stories 
he found amusing, like of a new robotic waitress at a pizza shop.

As Nissenbaum explained, he quickly learned that “Twitter is a bare-
knuckle battleground.” A network of Turkish nationalists circulated 
screenshots of Nissenbaum’s online profile, overlaid with threats. An-
other person turned his picture into a mug shot and urged people in Is-
tanbul to be on the lookout for “this son of a whore.” A popular Turkish 
newspaper editor, meanwhile, called for him to be deported. A friend 
quickly sent him a message warning him to check out the furor building 
online. After seeing the reaction, Nissenbaum took down his retweet, 
which had been up for just a few minutes. It was too late. As anger con-
tinued to swell, the Turkish government called his office, warning of un-
specified “consequences.”

Those consequences soon arrived in the form of three Turkish police 
officers, who showed up at Nissenbaum’s apartment that night. They 
explained that he needed to pack a bag and come with them. There was 
no room for discussion. As he was driven away in a police van, Nissen-
baum assumed he was going to be deported from the country. He grew 
alarmed when the van passed the airport and kept on going.
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Nissenbaum was taken to a detention center, where he found himself 
strip-searched and thrown into a windowless isolation cell. For three 
days, he was denied all contact with the outside world. He played tic-
tac-toe with himself and read the one book he’d been allowed to bring, 
a guide for new parents (he had just become a father).

And then, just as abruptly, he was yanked out of the jail, put in an-
other van, and driven to a gas station parking lot. There waited his Wall 
Street Journal colleagues, who had been working around the clock to get 
him released. He didn’t waste any time. Within hours, he and his family 
were on a one-way flight out of Istanbul.

Afterward, Nissenbaum reflected on the experience. If he could turn 
back the clock, he admitted, he would do things differently. “The cost 
of the retweet was so high,” he said, “and the news value of putting it out 
was modest at best.” There was a broader lesson, he added. Social me-
dia was a “volatile political battleground.” What was said and shared  —  
even a hasty retweet  —  carried “real-world consequences.”

In retrospect, Nissenbaum was lucky. As an American citizen, he 
had powerful advocates on his side. He also had the power to leave. For 
thousands of Turks jailed for online speech, as well as tens of thousands 
more “under investigation,” there was no such protection.

Nissenbaum’s story shows how the internet’s ultrafast and vast reach 
can spread information as never before. Yet it also shows how written 
(and unwritten) laws still vest immense power in government authori-
ties, who determine the consequences for what is shared online.

Often, these restrictions are wrapped in the guise of religion or cul-
ture. But almost always they are really about protecting the government. 
Iran’s regime, for example, polices its “clean” internet for any threats to 
“public morality and chastity,” using such threats as a reason to arrest 
human rights activists. In Saudi Arabia, the harshest punishments are 
reserved for those who challenge the monarchy and the competence of 
the government. A man who mocked the king was sentenced to 8 years 
in prison, while a wheelchair-bound man was given 100 lashes and 18 
months in jail for complaining about his medical care. In 2017, Pakistan 
became the first nation to sentence someone to death for online speech 
after a member of the Shia minority got in a Facebook argument with a 
government official posing as someone else.

Such codes are not limited to the Muslim world. Thailand has strictly 
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enforced its law of “lèse majesté,” promising years of prison for anyone 
who insults a member of the royal family. The scope can be incredibly 
expansive. In 2017, unflattering photos of the king wearing a crop-top 
shirt and (especially) low-rise jeans appeared on Facebook. The gov-
ernment threatened to punish not just anyone who posted the images, 
but anyone who looked at them.

These regimes are also proactive in searching for online dissent. 
“We’ll send you a friend request,” a Thai government official explained. 
“If you accept the friend request, we’ll see if anyone disseminates [ille-
gal] information. Be careful: we’ll soon be your friend.” The regime’s 
eyes are many, extending into the ranks of the very young. Since 2010, 
Thai police have administered a “Cyber Scouts” program for children, 
encouraging them to report on the online activity of friends and family  
—  and promising $15 for each report of wrongdoing.

More than religion or culture, this new generation of censors relies 
on appeals to national strength and unity. Censorship is not for their 
sake, these leaders explain, but rather for the good of the country. A Ka-
zakh visiting Russia and criticizing Russian president Vladimir Putin 
on his Facebook page was sentenced to three years in a penal colony for 
inciting “hatred.” A Russian woman who posted negative stories about 
the invasion of Ukraine was given 320 hours of hard labor for “discred-
iting the political order.”

The state can wield this power not only against users but also against 
the companies that run the networks. They may seem like faceless orga-
nizations, but there are real people behind them, who can be reached by 
the long arm of the law  —  or other means. VKontakte is the most popu-
lar social network in Russia. After anti-Putin protesters used VK in the 
wake of the Arab Spring, the regime began to take a greater interest in 
it and the company’s young, progressive-minded founder, Pavel Durov. 
When the man once known as “the Mark Zuckerberg of Russia” balked 
at sharing user data about his customers, armed men showed up at his 
apartment. He was then falsely accused of driving his Mercedes over a 
traffic cop’s foot, a ruse to imprison him. Getting the message, Durov 
sold his shares in the company to a Putin crony and fled the country.

Over time, such harsh policing of online speech actually becomes 
less necessary as self-censorship kicks in. Communications scholars call 
it the “spiral of silence.” Humans continually test their beliefs against 
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those of the perceived majority and often quietly moderate their most 
extreme positions in order to get along better with society as a whole. By 
creating an atmosphere in which certain views are stigmatized, govern-
ments are able to shape what the majority opinion appears to be, which 
helps steer the direction of actual majority opinion.

Although plenty of dissenters still exist in authoritarian states, like 
those seeking to circumvent web bans and throttling, they now have 
to work harder. Their discussions have migrated from open (and eas-
ily monitored) social media platforms to secure websites and encrypted 
message applications, where only true believers can find them.

Yet there is more. Through the right balance of infrastructure control 
and enforcement, digital-age regimes can exert remarkable control over 
not just computer networks and human bodies, but the minds of their 
citizens as well. No nation has pursued this goal more vigorously  —  or 
successfully  —  than China.

CONTROL THE SPIRIT

“Across the Great Wall we can reach every corner in the world.”
So read the first email ever sent from the People’s Republic of China, 

zipping 4,500 miles from Beijing to Berlin. The year was 1987. Chinese 
scientists celebrated as their ancient nation officially joined the new 
global internet.

Other milestones soon followed. In 1994, China adopted the same 
TC/IP system that powered the World Wide Web. Almost overnight, 
the dour research tool of Chinese scientists became a digital place, pop-
ping with colorful websites and images. Two years later, the internet was 
opened to Chinese citizens, not just research institutions. A trickle of 
new users turned into a flood. In 1996, there were just 40,000 Chinese 
online; by 1999, there were 4 million. In 2008, China passed the United 
States in number of active internet users: 253 million. Today, that figure 
has tripled again to nearly 800 million (over a quarter of all the world’s 
netizens), and, as we saw in chapter 2, they use some of the most vibrant 
and active forms of social media.

Yet it was also clear from the beginning that for the citizens of the 
People’s Republic of China, the internet would not be  —  could not be  
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—  the freewheeling, crypto-libertarian paradise pitched by its Amer-
ican inventors. China has remained a single, cohesive political entity 
for 4,000 years. The country’s modern history is defined by two criti-
cal periods: a century’s worth of embarrassment, invasion, and exploi-
tation by outside nations, and a subsequent series of revolutions that 
unleashed a blend of communism and Chinese nationalism. For these 
reasons, Chinese authorities treasure harmony above all else. Harmony 
lies at the heart of China’s meteoric rise and remains the underlying po-
litical doctrine of the Chinese Communist Party (CCP), described by 
former president Hu Jintao as the creation of a “harmonious society.” 
Dissent, on the other hand, is viewed as only harmful to the nation, leav-
ing it again vulnerable to the machinations of foreign powers.

Controlling ideas online has thus always been viewed as a vital, even 
natural, duty of the Chinese state. Unity must be maintained; harm-
ful ideas must be stamped out. Yuan Zhifa, a former senior government 
propagandist, described this philosophy in 2007. “The things of the 
world must have cadence,” he explained. His choice of words was im-
portant. Subtly different from “censorship,” “cadence” means managing 
the “correct guidance of public opinion.”

From the beginning, the CCP made sure that the reins of the internet 
would stay in government hands. In 1993, when the network began to be 
seen as something potentially important, officials banned all interna-
tional connections that did not pass through a handful of state-run tele-
communications companies. The Ministry of Public Security was soon 
tasked with blocking the transmission of all “subversive” or “obscene” 
information, working hand in hand with network administrators. In 
contrast to the chaotic web of international connections emerging in 
the rest of the globe, the Chinese internet became a closed system. Al-
though Chinese internet users could build their own websites and freely 
communicate with other users inside China, only a few closely scruti-
nized strands of cable connected them to the wider world. Far from sur-
mounting the Great Wall, the “Chinese internet” had become defined 
by a new barrier: the Great Firewall.

Chinese authorities also sought to control information within the na-
tion. In 1998, China formally launched its Golden Shield Project, a feat 
of digital engineering on a par with mighty physical creations like the 
Three Gorges Dam. The intent was to transform the Chinese internet 
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into the largest surveillance network in history  —  a database with rec- 
ords of every citizen, an army of censors and internet police, and auto-
mated systems to track and control every piece of information transmit-
ted over the web. The project cost billions of dollars and employed tens 
of thousands of workers. Its development continues to this day. Notably, 
the design and construction of some of the key components of this in-
ternal internet were outsourced to American companies  —  particularly 
Sun Microsystems and Cisco  —  which provided the experience gained 
from building vast, closed networks for major businesses.

The most prominent part of the Golden Shield Project is its system 
of keyword filtering. Should a word or phrase be added to the list of 
banned terms, it effectively ceases to be. As Chinese internet users leapt 
from early, static websites to early-2000s blogging platforms to the rise 
of massive “microblogging” social media services starting in 2009, this 
system kept pace. Today, it is as if a government censor looms over the 
shoulder of every citizen with a computer or smartphone. Web searches 
won’t find prohibited results; messages with banned words will simply 
fail to reach the intended recipient. As the list of banned terms updates 
in real time, events that happen on the rest of the worldwide web simply 
never occur inside China.

In 2016, for instance, the so-called Panama Papers were dumped on-
line and quickly propelled to virality. The documents contained 2.6 
terabytes of once-secret information on offshore bank accounts used 
by global elites to hide their money  —  a powerful instance of the inter-
net’s radical transparency in action. Among the disclosures were rec- 
ords showing that the families of eight senior CCP leaders, including 
the brother-in-law of President Xi Jinping, were funneling tens of mil-
lions of dollars out of China through offshore shell companies.

The information in all its details was available for anyone online  —  
unless you lived in China. As soon as the news broke, an urgent “Delete 
Report” was dispatched by the central State Council Internet Informa-
tion Office. “Find and delete reprinted reports on the Panama Papers,” 
the order read. “Do not follow up on related content, no exceptions. If 
material from foreign media attacking China is found on any website, it 
will be dealt with severely.” With that, the Panama Papers and the infor-
mation in them was rendered inaccessible to all Chinese netizens. For 
a time, the entire nation of Panama briefly disappeared from search re-
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sults in China, until censors modulated the ban to delete only if the post 
contained “Panama” and leaders’ names or related terms like “offshore.”

So ubiquitous is the filter that it has spawned a wave of surreal word-
play to try to get around it. For years, Chinese internet users referred to 
“censorship” as “harmony”  —  a coy reference to Hu Jintao’s “harmoni-
ous society.” To censor a term, they’d say, was to “harmonize” it. Even-
tually, the censors caught on and banned the use of the word “harmony.” 
As it happens, however, the Chinese word for “harmony” sounds simi-
lar to the word for “river crab.” When a word had been censored, savvy 
Chinese internet users then took to calling it “river crab’d.” And, as so-
cial media has become more visual, the back-and-forth expanded to im-
age blocks. In 2017, the lovable bear Winnie-the-Pooh was disappeared 
from the Chinese internet. Censors figured out “Pooh” was a reference 
to President Xi, as he walks with a similar waddle.

History itself (or rather people’s knowledge and awareness of it) can 
also be changed through this filtering, known as the “cleanse the web” 
policy. Billions of old internet postings have been wiped from exis-
tence, targeting anything from the past that fails to conform to the re-
gime’s “harmonious” history. Momentous events like the 1989 Tianan-
men Square protests have been erased through elimination of nearly 
300 “dangerous” words and phrases. Baidu Baike, China’s equivalent of 
Wikipedia, turns up only two responses to a search on “1989”: “the num-
ber between 1988 and 1990” and “the name of a computer virus.” The 
result is a collective amnesia: an entire generation ignorant of key mo-
ments in the past and unable to search out more information if they ever 
do become aware.

Chinese censorship extends beyond clearly political topics to com-
plaints that can be seen as challenging the state in any way. In 2017, a 
man in Handan was arrested for “disturbing public order” after he 
posted a negative comment online about hospital food.

As we’ve seen, many nations muzzle online discussion. But there is 
a key difference in China: the content of the story is sometimes irrele-
vant to the perceived crime. Unlike in other states where the focus is on 
banning discourse on human rights or calls for democratization, Chi-
nese censorship seeks to suppress any messages that receive too much 
grassroots support, even if they’re apolitical  —  or even complimentary 
to the authorities. For example, what seemed like positive news of an 
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environmental activist who built a mass movement to ban plastic bags 
was harshly censored, even though the activist started out with support 
from local government officials. In a truly “harmonious society,” only 
the central government in Beijing should have the power to inspire and 
mobilize on such a scale. Spontaneous online movements challenge the 
state’s authority  —  and, by extension, the unity of the Chinese people. 
Or, as China’s state media explained, “It’s not true that ‘everyone is en-
titled to their own opinion.’ ”

From the first days of the Chinese internet, authorities have ruled 
that websites and social media services bear the legal responsibility to 
squelch any “subversive” content hosted on their networks. The defi-
nition of this term can shift suddenly. Following a spate of corruption 
scandals in 2016, for instance, the government simply banned all online 
news reporting that did not originate with state media. It became the 
duty of individual websites to eliminate such stories or suffer the con-
sequences.

Ultimately, however, the greatest burden falls on individual Chinese 
citizens. Although China saw the emergence of an independent blog-
ging community in the early 2000s, the situation abruptly reversed in 
2013 with the ascendancy of President Xi Jinping. That year, China’s 
top court ruled that individuals could be charged with defamation 
(and risk a three-year prison sentence) if they spread “online rumors” 
seen by 5,000 internet users or shared more than 500 times. Around the 
same time, China’s most popular online personalities were “invited” to 
a mandatory conference in Beijing. They received notebooks stamped 
with the logo of China’s internet security agency and were treated to a 
slide show presentation. It showed how much happier a blogger had be-
come after he’d switched from writing about politics to exploring more 
“appropriate” subjects, like hotel reviews and fashion. The message was 
clear: Join us or else.

The government soon took an even harder line. Charles Xue, a popu-
lar Chinese American blogger and venture capitalist, was arrested un-
der suspicious circumstances. He appeared on state television in hand-
cuffs shortly afterward, denouncing his blogging past and arguing for 
state control of the internet. “I got used to my influence online and the 
power of my personal opinions,” he explained. “I forgot who I am.”

The pace of internet-related detainments soon spiked dramatically. 
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Since Xi came to power, tens of thousands of Chinese citizens have 
been charged with “cybercrimes,” whose definition has expanded from 
hacking to pretty much anything digital that authorities don’t like. In 
2017, for instance, Chinese regulators determined that the creator of a 
WeChat discussion group wasn’t responsible just for their own speech, 
but also for the speech of each group member.

In China, it’s not enough simply to suppress public opinion; the state 
must also take an active hand in shaping it. Since 2004, China’s pro-
vincial ministries have mobilized armies of bureaucrats and college stu-
dents in publishing positive stories about the government. As a leaked 
government memo explained, the purpose of these commenters is to 
“promote unity and stability through positive publicity.” In short, their 
job is to act as cheerleaders, presenting an unrelentingly positive view of 
China, and looking like real people as they do so.

Where this phalanx of internet commenters differs from a traditional 
crowdsourcing network is the level of organization that comes from a 
state bureaucracy, boasting its own pay scales, quotas, and guidelines, 
as well as examinations and official job certifications. Critics quickly la-
beled these commenters the “50-Cent Army,” for the 50 Chinese cents 
they were rumored to be paid for each post. (Eventually, China would 
simply ban the term “50 cents” from social media entirely.) One early ad-
vertisement for the 50-Cent Army promised that “performance, based 
on the number of posts and replies, will be considered for awards in 
municipal publicity work.” By 2008, the 50-Cent Army had swelled to 
roughly 280,000 members. Today, there are as many as 2 million mem-
bers, churning out at least 500 million social media postings each year. 
This model of mass, organized online positivity has grown so success-
ful and popular that many members no longer have to be paid. It has 
also been mimicked by all sorts of other organizations in China, from 
public relations companies to middle schools.

All of these firewalls, surveillance, keyword censorship, arrests, and 
crowdsourced propagandists are intended to merge the consciousness 
of 1.4 billion people with the consciousness of the state. While some 
may see it as Orwellian, it actually has more in common with what Chi-
na’s Communist Party founder, Mao Zedong, described as the “mass 
line.” When Mao broke with the Soviet Union in the 1950s, he criticized 
Joseph Stalin and the Soviet version of communism for being too con-
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cerned with “individualism.” Instead, Mao envisioned a political cycle 
in which the will of the masses would be refracted through the lens of 
Marxism and then shaped into policy, only to be returned to the people 
for further refinement. Through this process, diverse opinions would be 
hammered into a single vision, shared by all Chinese people. The reality 
proved more difficult to achieve, and, indeed, such thinking was blamed 
for the Cultural Revolution that purged millions through the 1960s and 
1970s, until it was repudiated after Mao’s death in 1976.

Through the possibilities offered by the Chinese internet, this mass-
line philosophy has made a comeback. President Xi Jinping has lauded 
these new technologies for offering the realization of Mao’s vision of 
“condensing” public opinion into one powerful consensus.

To achieve this goal, even stronger programs of control lurk on the 
horizon. In the restive Muslim-minority region of Xinjiang, residents 
have been forced to install the Jingwang (web-cleansing) app on their 
smartphones. The app not only allows their messages to be tracked or 
blocked, but it also comes with a remote-control feature, allowing au-
thorities direct access to residents’ phones and home networks. To en-
sure that people were installing these “electronic handcuffs,” the police 
have set up roving checkpoints in the streets to inspect people’s phones 
for the app.

The most ambitious realization of the mass line, though, is China’s 
“social credit” system. Unveiled in 2015, the vision document for the sys-
tem explains how it will create an “upward, charitable, sincere and mu-
tually helpful social atmosphere”  —  one characterized by unwavering 
loyalty to the state. To accomplish this goal, all Chinese citizens will re-
ceive a numerical score reflecting their “trustworthiness . . . in all facets 
of life, from business deals to social behavior.”

Much like a traditional financial credit score, each citizen’s “social 
credit” is calculated by compiling vast quantities of personal informa-
tion and computing a single “trustworthiness” score, which measures, 
essentially, someone’s usefulness to society. This is possible thanks to 
Chinese citizens’ near-universal reliance on mobile services like We-
Chat, in which social networking, chatting, consumer reviews, money 
transfers, and everyday tasks such as ordering a taxi or food delivery are 
all handled by one application. In the process, users reveal a stagger-
ing amount about themselves  —  their conversations, friends, reading 
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lists, travel, spending habits, and so forth. These bits of data can form 
the basis of sweeping moral judgments. Buying too many video games, 
a program director explained, might suggest idleness and lower a per-
son’s score. On the other hand, regularly buying diapers might suggest 
recent parenthood, a strong indication of social value. And, of course, 
one’s political proclivities also play a role. The more “positive” one’s on-
line contributions to China’s cohesion, the better one’s score will be. By 
contrast, a person who voices dissent online “breaks social trust,” thus 
lowering their score.

In an Orwellian twist, the system’s planning document also explains 
that the “new system will reward those who report acts of breach of 
trust.” That is, if you report others for bad behavior, your score goes up. 
Your score also depends on the scores of your friends and family. If they 
aren’t positive enough, you get penalized for their negativity, thus mo-
tivating everyone to shape the behavior of the members of their social 
network.

What gives the trustworthiness score its power is the rewards and 
risks, both real and perceived, that underpin it. Slated for deployment 
throughout China in 2020, the scoring system is already used in job 
application evaluations as well as doling out micro-rewards, like free 
phone charging at coffee shops for people with good scores. If your 
score is too low, however, you can lose access to anything from reserved 
beds on overnight trains to welfare benefits. The score has even been 
woven into China’s largest online matchmaking service. Value in the 
eyes of the Chinese government thus will also shape citizens’ romantic 
and reproductive prospects.

Luckily, no other nation has enjoyed China’s level of success in sub-
ordinating the internet to the will of the state, because of both its head 
start and its massive scale of investment. But other nations are certainly 
jealous. The governments of Thailand, Vietnam, Zimbabwe, and Cuba 
have all reportedly explored establishing a Chinese-style internet of 
their own. Russian president Vladimir Putin has even gone so far as to 
sign a pact calling for experienced Chinese censors to instruct Russian 
engineers on building advanced web control mechanisms. Just as U.S. 
tech companies once helped China erect its Great Firewall, so China 
has begun to export its hard-won censorship lessons to the rest of the 
world.

102  LikeWar

Singer_LIKEWAR_F.indd   102 7/20/18   11:21 AM



Programs like these make it clear that the internet has not loosened 
the grip of authoritarian regimes. Instead, it has become a new tool for 
maintaining their power. Sometimes, this occurs through visible con-
trols on physical hardware or the people using it. Other times, it hap-
pens through sophisticated social engineering behind the scenes. Both 
build toward the same result: controlling the information and control-
ling the people.

Yet the web has also given authoritarians a tool that has never before 
existed. In a networked world, they can extend their reach across bor-
ders to influence the citizens of other nations just as easily as their own.

This is a form of censorship that hardly seems like censorship at all.

DAZE AND CONFUSE

“It was difficult to get used to at first,” the young man confessed. “Why 
was I sitting in a stuffy office for eight hours a day, doing what I did? But 
I was tempted by easy work and good money.”

On the surface, his story is familiar. A philosophy major in college, he 
was short on job options and found himself sucked into the corporate 
grind. But this young man didn’t become a bored paralegal or a restless 
accountant. Instead, his job was causing chaos on the internet, to the 
benefit of the Russian government. He did this by writing more than 
200 blog posts and comments each day, assuming fake identities, hijack-
ing conversations, and spreading lies. He joined a war of global censor-
ship by means of disinformation.

It is not surprising that Russia would pioneer this strategy. From its 
birth, the Soviet Union relied on the clever manipulation and weapon-
ization of falsehood (called dezinformatsiya), both to wage ideological 
battles abroad and to control its population at home. One story tells 
how, when a forerunner of the KGB set up an office in 1923 to harness 
the power of dezinformatsiya, it invented a new word  —  “disinforma-
tion”  —  to make it sound of French origin instead. In this way, even the 
origin of the term was buried in half-truths.

During the Cold War, the Soviet Union turned disinformation into 
an assembly-line process. By one count, the KGB and its allied agencies 
conducted more than 10,000 disinformation operations. These ranged 

The Empires Strike Back  103

Singer_LIKEWAR_F.indd   103 7/20/18   11:21 AM



from creating front groups and media outlets that tried to amplify polit-
ical divisions in the West, to spreading fake stories and conspiracy theo-
ries to undermine and discredit the Soviet Union’s foes.

These operations often used “black propaganda,” in which made-up 
sources cleverly laundered made-up facts. Perhaps the most notorious 
was Operation INFEKTION, the claim that the U.S. military invented 
AIDS, a lie that echoes through the internet to this day. The campaign 
began in 1983, launched via an article the KGB planted in the Indian 
newspaper Patriot, which itself was created as a KGB front in 1967. Its 
purported author was presented as a “well-known American scientist 
and anthropologist.” It was given further academic validation by an-
other article in which two East Germans posed as French scientists 
and confirmed the findings reported in the fake article by the fake au-
thor. This subsequent article was the subject of no less than forty re-
ports in Soviet newspapers, magazines, and radio and television broad-
casts. At this point, the reports began to be distributed into the West 
through pro-Soviet, left-leaning media outlets and extreme right-wing 
ones prone to conspiracy theories (such as the fringe Lyndon LaRouche 
movement). The operation was a remarkable success, but it took four 
years to reach fruition.

The fall of the Soviet Union brought a seeming end to such initia-
tives. In article 29 of its newly democratic constitution, the Russian 
Federation sought to close the door on the era of state-controlled media 
and shadowy propaganda campaigns. “Everyone shall have the right to 
freely look for, receive, transmit, produce and distribute information by 
any legal way,” the document declared.

In reality, the Cold War’s end didn’t mean the end of disinforma-
tion. With new means of dissemination via social media, the prospect 
of spreading lies became all the more attractive, especially after the as-
cension of Vladimir Putin, a former KGB officer once steeped in them.

By way of crony capitalism and forced buyouts, Russia’s large media 
networks soon lay in the hands of oligarchs, whose finances are deeply 
intertwined with those of the state. Today, the Kremlin makes its posi-
tions known through press releases and private conversations, the con-
tents of which are then dutifully reported to the Russian people, no mat-
ter how much spin it takes to make them credible.

Of course, this modern spin differs considerably from the propaganda 
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of generations past. In the words of The Economist, old Soviet propagan-
dists “spoke in grave, deliberate tones, drawing on the party’s lifelong 
wisdom and experience.” By contrast, the new propaganda is colorful 
and exciting, reflecting the tastes of the digital age. It is a cocktail of 
moralizing, angry diatribes, and a celebration of traditional values, con-
stantly mixed with images of scantily clad women. A pop star garbed 
like a teacher in a porn video sings that “freedom, money and girls  —  
even power” are the rewards for living a less radical lifestyle, while a 
rapper decries human rights protesters as “rich brats.” Running through 
it all is a constant drumbeat of anxiety about terrorism, the CIA, and 
the great specter of the West. Vladimir Milov, a former Russian energy 
minister turned government critic, explained it best. “Imagine you have 
two dozen TV channels,” he said, “and it is all Fox News.”

Milov’s freedom to say this, though, shows another twist on the tra-
ditional model. Unlike the Soviet Union of the past, or how China and 
many other regimes operate today, Russia doesn’t prevent political op-
position. Indeed, opposition makes things more interesting  —  just so 
long as it abides by the unspoken rules of the game. A good opponent 
for the government is a man like Vladimir Zhirinovsky, an army colonel 
who premised his political movement on free vodka for men and better 
underwear for women. He once proposed beating the bird flu epidemic 
by shooting all the birds from the sky. Zhirinovsky was entertaining, 
but he also made Putin seem more sensible in comparison. By contrast, 
Boris Nemtsov was not a “good” opponent. He argued for government 
reform, investigated charges of corruption, and organized mass pro-
tests. In 2015, he was murdered, shot four times in the back as he crossed 
a bridge. The government prefers caricatures to real threats. Nemtsov 
was one of at least thirty-eight prominent opponents of Putin who died 
under dubious circumstances between 2014 and 2017 alone, from radio-
active poisonings to tumbling down an elevator shaft.

Dissent is similarly allowed among the few journalists at news out-
lets independent of the state, but again, only within certain boundar-
ies. Those who become too vocal or popular will experience a backlash. 
It might be through low-level harassment to make their life gratingly 
tenuous (such as by raising their taxes or instructing their landlord to 
suddenly break their lease). Or it might be through disinformation ef-
forts to undermine their reputation. A favorite tactic is the state-linked 
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media accusing them of being terrorists or arranging “scandals” using 
kompromat, a tactic whereby compromising material, like a sex tape, is 
dumped online. There are also more forceful methods of ensuring si-
lence. Since Putin consolidated power in 1999, dozens of independent 
journalists have been killed under circumstances as suspicious as those 
that have befallen his political opponents.

The outcome has been an illusion of free speech within a newfan-
gled Potemkin village. “The Kremlin’s idea is to own all forms of politi-
cal discourse, to not let any independent movements develop outside its 
walls,” writes Peter Pomerantsev, author of Nothing Is True and Every-
thing Is Possible. “Moscow can feel like an oligarchy in the morning and 
a democracy in the afternoon, a monarchy for dinner and a totalitarian 
state by bedtime.”

But importantly, the village’s border no longer stops at Russia’s fron-
tier. After the color revolutions roiled Eastern Europe and the Arab 
Spring swept the Middle East, a similar wave of enthusiasm in late 2011 
inspired tens of thousands of young Russians to take to the streets, 
mounting the most serious protests of Putin’s reign. Perceiving the 
combined forces of liberalization and internet-enabled activism as an 
engineered attack by the West, the Russian government resolved to 
fight back.

The aim of Russia’s new strategy, and its military essence, was best 
articulated by Valery Gerasimov, the country’s top-ranking general at 
the time. He channeled Clausewitz, declaring in a speech reprinted in 
the Russian military’s newspaper that “the role of nonmilitary means of 
achieving political and strategic goals has grown. In many cases, they 
have exceeded the power of force of weapons in their effectiveness.” 
In contrast to the haphazard way that Western governments have con-
ceived of the modern information battlefield, Gerasimov proposed re-
structuring elements of the Russian state to take advantage of the “wide 
asymmetrical possibilities” that the internet offered.

These observations, popularly known as the Gerasimov Doctrine, 
have been enshrined in Russian military theory, even formally written 
into the nation’s military strategy in 2014. Importantly, Russian theo-
rists saw this as a fundamentally defensive strategy  —  essentially a “war 
on information warfare against Russia.”

Such a power for Russia would only arise through strategic invest-
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ment and organization, a stark contrast to the way most people in the 
West think about what happens on the internet as inherently chaotic 
and “organic.” A conglomerate of nearly seventy-five education and re-
search institutions was devoted to the study and weaponization of in-
formation, coordinated by the Federal Security Service, the successor 
of the KGB. It was a radical new way to think about conflict (and one 
we’ll return to in chapter 7), premised on defanging adversaries abroad 
before they are able to threaten Russia at home. Ben Nimmo, who has 
studied this issue for NATO and the Atlantic Council, has described 
the resultant strategy as the “4 Ds”: dismiss the critic, distort the facts, 
distract from the main issue, and dismay the audience. Just as Western 
radio and television signals once ranged into the Soviet Union, Russian 
propagandists began to return the favor  —  with interest.

The most visible vehicle for this effort is Rossiya Segodnya (Russia 
Today, or RT), a state news agency founded in 2005 with the declared 
intention of sharing Russia with the world. Initially, it was a fairly bor-
ing, traditional broadcasting outlet. But when Russia reforged its infor-
mation warfare strategy, the organization’s identity and mission shifted. 
Today, RT is a glitzy and contrarian media empire, whose motto can be 
found emblazoned everywhere from Moscow’s airport to bus stops ad-
jacent to the White House: “Question More.”

RT was originally launched with a Russian government budget of 
$30 million per year in 2005. By 2015, the budget had jumped to approxi-
mately $400 million, an investment more in line with the Russian view 
of the outlet as a “weapons system” of influence. That support, and the 
fact that its long-serving editor in chief, Margarita Simonyan, simul-
taneously worked on Putin’s election team, belies any claims of RT’s 
independence from the Russian government. Indeed, on her desk sits 
a yellow landline phone with no dial or buttons  —  a direct line to the 
Kremlin. When asked its purpose, she answered, “The phone exists to 
discuss secret things.”

The reach of the RT network is impressive, broadcasting across the 
world in English, Arabic, French, and Spanish. Its online reach is even 
more extensive, pushing out digital content in these four languages plus 
Russian and German. RT is also popular; it has more YouTube subscrib-
ers than any other broadcaster, including the BBC and Fox News.

The network’s goal is no longer sharing Russia with the world, but 
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rather showing why all the other countries are wrong. It does so by 
publishing harsh, often mocking stories about Russia’s political oppo-
nents, along with attention-grabbing pieces designed to support and 
mobilize divisive forces inside nations Russia views as its adversaries 
(such as nationalist parties in Europe or the Green Party and extreme 
right-wing in the United States). Any content that grabs eyeballs and 
sows doubt represents a job well done. Snarky videos designed to go 
viral (Animated Genitals and Lawnmower Explodes were major hits) 
are intermingled with eye-popping conspiracy theories (RT has pro-
moted everything from Trump’s “birther” claims about Barack Obama 
to regular reporting on UFO sightings). As Matt Armstrong, a former 
member of the U.S. Broadcasting Board of Governors, has explained, 
“ ‘Question More’ is not about finding answers, but fomenting confu-
sion, chaos, and distrust. They spin up their audience to chase myths, 
believe in fantasies, and listen to faux . . . ‘experts’ until the audience 
simply tunes out.”

After RT’s initial success, a supplementary constellation of Russian 
government–owned or co-opted outlets was organized, allowing sto-
ries and scoops to be shared from one mouthpiece to the next, building 
more and more online momentum. Sputnik International is a “news ser-
vice” modeled on savvy web outlets like BuzzFeed, claiming to “[cover] 
over 130 cities and 34 countries.” Meanwhile, the news service Baltica 
targets audiences in the Baltic (and NATO-member) nations of Esto-
nia, Latvia, and Lithuania. These well-funded Russian propaganda out-
lets can often outgun and overwhelm their local media competitors.

This modern network of disinformation can quickly rocket a false-
hood around the world. In 2017, for instance, the U.S. Army announced 
that it would be conducting a training exercise in Europe involving 87 
tanks. That nugget of truth was transformed into an online article head-
lined “US Sends 3,600 Tanks Against Russia  —  Massive NATO De-
ployment Under Way.” The first source of this false report was Donbass 
News International (DNI), the official media of the unofficial Russian 
separatist parts of Ukraine. That DNI Facebook page article was then 
distributed through nineteen different outlets, ranging from a Norwe-
gian communist news aggregator to far-left activist websites to seem-
ingly reputable outlets like the “Centre for Research on Globalization.” 
However, the “Centre” was actually an online distribution point for 
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conspiracy theories on everything from “chemtrails” (the idea that the 
air is secretly being poisoned by mysterious aircraft) to claims that Hil- 
lary Clinton was behind a pedophile ring at a Washington, DC, pizze-
ria. That second cascade of reports was read by tens of thousands. The 
reports were then used as inspiration for further reporting, under differ-
ent titles, by official Russian media like RT, which extended the story’s 
reach by orders of magnitude more.

This was exactly how Operation INFEKTION worked during the 
Cold War, except for two key differences. Through the web, a process 
that once took four years now takes mere hours, and it reaches millions 
more people.

The strategy also works to blunt the impact of any news that is harm-
ful to Russia, spinning up false and salacious headlines to crowd out 
the genuine ones. Recall how Eliot Higgins and Bellingcat pierced the 
fog of war surrounding the crash of flight MH17, compiling open-source 
data to show  —  beyond a reasonable doubt  —  that Russia had supplied 
and manned the surface-to-air missile launcher that stole 298 lives. The 
first response from Russia was a blanket denial of any role in the trag-
edy, accompanied by an all-out assault on the Wikipedia page that had 
been created for the MH17 investigation, seeking to erase any mention 
of Russia. Then came a series of alternative explanations pushed out by 
the official media network, echoed by allies across the internet. First the 
Ukrainian government was to blame. Then the Malaysian airline was at 
fault. (“Questions over Why Malaysia Plane Flew over Ukrainian War-
zone,” one headline read, even though the plane flew on an internation-
ally approved route.) And then it was time to play the victim, claiming 
Russia was being targeted by a Western smear campaign.

Mounting evidence of Russia’s involvement in the shootdown proved 
little deterrent. Shortly after the release of the Bellingcat exposé show-
ing who had shot the missiles, Russian media breathlessly announced 
that, actually, a newfound satellite image showed the final seconds of 
MH17. Furthermore, it could be trusted, as the image had both origi-
nated with the Russian Union of Engineers and been confirmed by an 
independent expert.

The photo was indeed remarkable, showing a Ukrainian fighter jet 
in the act of firing at the doomed airliner. It was a literal smoking gun.

It was also a clear forgery. The photo’s background revealed it had 
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been stitched together from multiple satellite images. It also pictured 
the wrong type of attack aircraft, while the airliner said to be MH17 was 
just a bad photoshop job. Then it turned out the engineering expert val-
idating it did not actually have an engineering degree. The head of the 
Russian Union of Engineers, meanwhile, explained where he’d found it: 
“It came from the internet.”

All told, Russian media and proxies spun at least a half dozen theories 
regarding the MH17 tragedy. It hardly mattered that these narratives 
often invalidated each other. (In addition to the fake fighter jet photos, 
another set of doctored satellite images and videos claimed to show it 
hadn’t been a Russian, but rather a Ukrainian, surface-to-air missile 
launcher in the vicinity of the shootdown, meaning now the airliner had 
somehow been shot down from both above and below.) The point of 
this barrage was to instill doubt  —  to make people wonder how, with 
so many conflicting stories, one could be more “right” than any other.

It is a style of censorship akin to the twist in Edgar Allan Poe’s “The 
Purloined Letter.” In the famous short story, Parisian police hunt high 
and low for a letter of blackmail that they know to be in their suspect’s 
possession. They comb his apartment for months, searching under the 
floorboards and examining the joints of every piece of furniture; they 
probe each cushion and even search the moss between the bricks of the 
patio. Yet they come up empty-handed. In desperation, they turn to an 
amateur detective, C. Auguste Dupin, who visits the suspect’s apart-
ment and engages him in pleasant conversation. When the suspect is 
distracted, Dupin investigates a writing desk strewn with papers  —  and 
promptly finds the missing letter among the suspect’s other mail. The 
very best way to hide something, Dupin explains to the shocked police, 
is to do so in plain sight. So, too, is it with modern censorship. Instead 
of trying to hide information from prying eyes, it remains in the open, 
buried under a horde of half-truths and imitations.

Yet, for all the noise generated by Russia’s global media network of 
digital disinformation sites, there’s an even more effective, parallel ef-
fort that lurks in the shadows. Known as “web brigades,” this effort en-
tails a vast online army of paid commenters (among them our charming 
philosophy major) who push the campaign through individual social 
media accounts. Unlike the 50-Cent Army of China, however, the Rus-
sian version isn’t tasked with spreading positivity. In the words of our 
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philosophy student’s boss, his job was to sow “civil unrest” among Rus-
sia’s foes. “This is information war, and it’s official.”

While these activities have gained much attention for their role in the 
2016 U.S. presidential election and the UK’s Brexit vote the same year, 
Russia’s web brigades actually originated almost a decade earlier in a 
pro-Kremlin youth group known as Nashi. When government authori-
ties (firmly in control of traditional media) struggled to halt the fierce 
democratic activism spreading through Russian social media circles af-
ter the color revolutions and Arab Spring, the group stepped in to pick 
up the slack, praising Putin and trashing his opponents. The Kremlin, 
impressed with these patriotic volunteers, used the engine of capital-
ism to accelerate the process. It solicited Russian advertisers to see if 
they could offer the same services, dangling fat contracts as a reward. 
Nearly a dozen major companies obliged. And so the “troll factories” 
were born. (In 2018, several Russian oligarchs associated with these 
companies would be indicted by Special Counsel Robert Mueller in his 
investigation of Russian interference in the U.S. election.)

Each day, our hapless Russian philosophy major and hundreds of 
other young hipsters would arrive for work at organizations like the in-
nocuously named Internet Research Agency, located in an ugly neo-
Stalinist building in St. Petersburg’s Primorsky District. They’d set-
tle into their cramped cubicles and get down to business, assuming a 
series of fake identities known as “sockpuppets.” The job was writing 
hundreds of social media posts per day, with the goal of hijacking con-
versations and spreading lies, all to the benefit of the Russian govern-
ment. For this work, our philosophy major was paid the equivalent of 
$1,500 per month. (Those who worked on the “Facebook desk” target-
ing foreign audiences received double the pay of those targeting domes-
tic audiences.) “I really only stayed in the job for that,” he explained. “I 
bought myself a Mazda Six during my time there.”

Like any job, that of being a government troll comes with certain ex-
pectations. According to documents leaked in 2014, each employee is 
required, during an average twelve-hour day, to “post on news articles 
50 times. Each blogger is to maintain six Facebook accounts publish-
ing at least three posts a day and discussing the news in groups at least 
twice a day. By the end of the first month, they are expected to have won 
500 subscribers and get at least five posts on each item a day. On Twitter, 
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they might be expected to manage 10 accounts with up to 2,000 follow-
ers and tweet 50 times a day.”

The hard work of a sockpuppet takes three forms, best illustrated by 
how they operated during the 2016 U.S. election. One is to pose as the 
organizer of a trusted group. @Ten_GOP called itself the “unofficial 
Twitter account of Tennessee Republicans” and was followed by over 
136,000 people (ten times as many as the official Tennessee Republican 
Party account). Its 3,107 messages were retweeted 1,213,506 times. Each 
retweet then spread to millions more users, especially when it was dis-
seminated by prominent Trump campaign figures like Donald Trump 
Jr., Kellyanne Conway, and Michael Flynn. On Election Day 2016, it was 
the seventh most retweeted account across all of Twitter. Indeed, Flynn 
followed at least five such documented accounts, sharing Russian pro-
paganda with his 100,000 followers at least twenty-five times.

The second sockpuppet tactic is to pose as a trusted news source. With 
a cover photo image of the U.S. Constitution, @tpartynews presented 
itself as a hub for conservative fans of the Tea Party to track the latest 
headlines. For months, the Russian front pushed out anti-immigrant and 
pro-Trump messages and was followed and echoed out by some 22,000 
people, including Trump’s controversial advisor Sebastian Gorka.

Finally, sockpuppets pose as seemingly trustworthy individuals: a 
grandmother, a blue-collar worker from the Midwest, a decorated vet-
eran, providing their own heartfelt take on current events (and who to 
vote for). Another former employee of the Internet Research Agency, 
Alan Baskayev, admitted that it could be exhausting to manage so many 
identities. “First you had to be a redneck from Kentucky, then you had 
to be some white guy from Minnesota who worked all his life, paid taxes 
and now lives in poverty; and in 15 minutes you have to write something 
in the slang of [African] Americans from New York.” Baskayev waxed 
philosophic about his role in American politics. “It was real postmod-
ernism. Postmodernism, Dadaism and Sur[realism].”

Yet, far from being postmodern, sockpuppets actually followed the 
example of classic Cold War “active measures” by targeting the ex-
tremes of both sides of American politics during the 2016 election. The 
fake accounts posed as everything from right-leaning Tea Party activ-
ists to “Blacktivist,” who urged those on the left to “choose peace and 
vote for Jill Stein. Trust me, it’s not a wasted vote.” A purported African 
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American organizer, Blacktivist, was actually one of those Russian hip-
sters sitting in St. Petersburg, whose Facebook posts would be shared 
an astounding 103.8 million times before the company shut the account 
down after the election.

By cleverly leveraging readers’ trust, these engineers of disinforma-
tion induced thousands  —  sometimes millions  —  of people each day 
to take their messages seriously and spread them across their own net-
works via “shares” and retweets. This sharing made the messages seem 
even more trustworthy, since they now bore the imprimatur of whoever 
shared them, be it a distinguished general or a family friend. As the Rus-
sians moved into direct advertising, this tactic enabled them to achieve 
an efficiency that digital marketing firms would kill for. According to a 
dataset of 2016 Facebook advertisements purchased by Russian proxies, 
the messages received engagement rates as high as 24 percent  —  far be-
yond the single digits to which marketing firms usually aspire.

The impact of the operation was further magnified by how efforts 
on one social media platform could complement (and amplify) those 
on another. Russian sockpuppets ran rampant on services like Insta-
gram, an image-sharing platform with over 800 million users (larger 
than Twitter and Snapchat combined) and more popular among youth 
than its Facebook corporate parent. Here, the pictorial nature of Ins-
tagram made the disinformation even more readily shareable and re-
producible. In 2017, data scientist Jonathan Albright conducted a study 
of just twenty-eight accounts identified as having been operated by the 
Russian government. He found that this handful of accounts had drawn 
an astounding 145 million “likes,” comments, and plays of their embed-
ded videos. They’d also provided the visual ammunition subsequently 
used by other trolls who stalked Facebook and Twitter.

These messages gained even greater power as they reached beyond 
social media, taking advantage of how professional news outlets  —  feel-
ing besieged by social media  —  had begun embedding the posts of on-
line “influencers” in their own news stories. In this, perhaps no one 
matched the success of @Jenn_Abrams. A sassy American teen, who 
commented on everything from Kim Kardashian’s clothes to the need 
to support Donald Trump, her account amassed nearly 70,000 Twit-
ter followers. That was impressive, but not nearly as impressive as the 
ripple effect of her media efforts. “Jenn” was quoted in articles in the 
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BBC News, BET, Breitbart, Business Insider, BuzzFeed, CNN, The 
Daily Caller, The Daily Dot, the Daily Mail, Dallas News, Fox News, 
France24, Gizmodo, HuffPost, IJR, the Independent, Infowars, Mash-
able, the National Post, the New York Daily News, New York Times, The 
Observer, Quartz, Refinery29, Sky News, the Times of India, The Tele-
graph, USA Today, U.S. News and World Report, the Washington Post, 
Yahoo Sports, and (unsurprisingly) Russia Today and Sputnik. Each of 
these articles was then read and reacted to, spreading her views even 
further and wider. In 2017, “Jenn” was outed by Twitter as yet another 
creation of Russia’s Internet Research Agency.

The Russian effort even turned the social media firms’ own corpo-
rate strategies against their customers. As a way to draw users deeper 
into its network, Facebook automatically steered people to join groups, 
where they could find new friends who “share their common interests 
and express their opinion.” The Russian sockpuppets learned to create 
and then manipulate these online gatherings. One of the more success-
ful was Secured Borders, an anti–Hillary Clinton Facebook group that 
totaled over 140,000 subscribers. It, too, was actually run out of the St. 
Petersburg office of the Internet Research Agency. By combining online 
circulation with heavy ad buys, just one of its posts reached 4 million 
people on Facebook and was “liked” more than 300,000 times.

Much like the harassment campaigns inside Russia, sockpuppets 
also targeted Putin critics abroad. The most extreme efforts were re-
served for those who investigated the disinformation campaigns them-
selves. After journalist Jessikka Aro published an exposé of the fake ac-
counts, sockpuppets attacked her with everything from posts claiming 
she was a Nazi and drug dealer to messages pretending to be from her 
father, who had died twenty years earlier. When another group of West-
ern foreign affairs specialists began to research the mechanics of dis-
information campaigns, they found themselves quickly savaged on the 
professional networking site LinkedIn. One was labeled a “pornogra-
pher,” and another was accused of harassment. Such attacks can be dou-
bly effective, not only silencing the direct targets but also discouraging 
others from doing the sort of work that earned such abuse.

While the sockpuppets were extremely active in the 2016 election, it 
was far from their only campaign. In 2017, data scientists searched for 
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patterns in accounts that were pushing the theme of #UniteTheRight, 
the far-right protests that culminated in the killing of a young woman 
in Charlottesville, Virginia, by a neo-Nazi. The researchers discov-
ered that one key account in spreading the messages of hate came to 
life each day at 8:00 a.m. Moscow time. Realizing they’d unearthed a 
Russian sockpuppet, they dug into its activities before the Charlottes-
ville protests. For four years, it had posted around a hundred tweets 
a day, more than 130,000 messages in all. At first, the chief focus was 
support for UKIP, a far-right British party. Then it shifted to pushing 
Russia’s stance on the Ukraine conflict. Then it pivoted to a pro-Brexit 
stance, followed by support for Trump’s candidacy. After his election, it 
switched to white nationalist “free speech” protests. The efforts of these 
networks continue to this day, ever seeking to sow anger and division 
within Russia’s foes.

Indeed, a full three years after the flight MH17 tragedy, we tested the 
strength of the Russian disinformation machine for ourselves by set-
ting what’s known as a “honeypot.” The term traditionally referred to a 
lure  —  in fiction, usually a sexy female agent  —  which enemy operatives 
couldn’t resist. Think Vesper Lynd’s seduction of James Bond in Ca-
sino Royale, or her real-life counterpart, Anna Chapman, the redheaded 
KGB agent who worked undercover in New York and then, after she was 
caught by the FBI and deported back to Russia, began a second career 
as a Facebook lingerie model. We posted something even more enticing 
on Twitter: one of Bellingcat’s reports. Within minutes, an account we’d 
had no prior link with reached out, inundating us with images disputing 
the report as “#Bellingcrap.” The account’s history showed it, day after 
day, arguing against Russia’s role in MH17, while occasionally mixing 
things up with anti-Ukrainian conspiracy theories and tweets in sup-
port of far-right U.S. political figures. In trying to persuade us, our new 
online friend had instead provided a window into a fight over “truth” 
that will likely continue to rage for as long as the internet exists.

Success breeds imitators. Just as some nations have begun to study 
China’s internet engineering, many others are copying Russian tech-
niques. In Venezuela, the nominally elected “president,” Nicolas Ma- 
duro, enjoys an online cult of personality in which loyal (and paid) sup-
porters quickly suppress critical headlines. In Azerbaijan, “patriotic 
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trolls” launch coordinated attacks to discredit pro-democratic cam-
paigners. Even in democratic India, rumors fly of shadowy online or-
ganizations that exist to defend the party of Prime Minster Narendra 
Modi. They applaud each new government policy and circulate “hit 
lists” to dig up dirt on opponents and pressure them into silence. If no 
incriminating material exists, they simply invent it.

A 2017 study from Oxford University’s Computational Propaganda 
Research Project found that, all told, at least twenty-nine regimes have 
followed this new model of censorship to “steer public opinion, spread 
misinformation, and undermine critics.” Even more worrisome, in 2017 
at least eighteen national-level elections were targeted by such social 
media manipulation. As more governments become attuned to the in-
ternet’s dark possibilities, this figure will only grow.

Perhaps the most pernicious effect of these strategies, however, is 
how they warp our view of the world around us. It is a latter-day incar-
nation of the phenomenon explored in Gaslight, a 1938 play that was sub-
sequently turned into a movie. In the story, a husband seeks to convince 
his new wife that she’s going mad (intending to get her committed to 
an asylum and steal her hidden jewels). He makes small changes to her 
surroundings  —  moving a painting or walking in the attic  —  then tells 
her that the things she is seeing and hearing didn’t actually occur. The 
play’s title comes from the house’s gas lighting, which dims and bright-
ens as he prowls the house late at night. Slowly but surely, he shatters his 
wife’s sense of reality. As she says of her mounting self-doubt and result-
ing self-censorship, “In the morning when the sun rises, sometimes it’s 
hard to believe there ever was a night.”

Since the 1950s, the term “gaslighting” has been used to describe re-
lationships in which one partner seeks control over another by manip-
ulating or even denying the truth. We’re now seeing a new form of gas-
lighting, perpetrated repeatedly and successfully through social media 
on the global stage. In the words of writer Lauren Ducca, “Facts . . . be-
come interchangeable with opinions, blinding us into arguing amongst 
ourselves, as our very reality is called into question.” All the while, a 
new breed of authoritarians tighten their grip on the world.

Yet sinister as they might be, even the strongest dictators cannot 
force someone to believe that the earth is flat. Nor can the accumulated 
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weight of 100,000 online comments so much as bend a blade of grass 
unless someone chooses to act on them. There’s another piece of the 
puzzle still unaccounted for, perhaps the information battlefield’s most 
dangerous weapon of all.

Our own brains.
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5
The Unreality Machine
The Business of Veracity vs. Virality

When all think alike, no one thinks very much.

  —  Wa lter Lippm ann, The Stakes of Diplomacy

NEVER BEFORE COULD THESE TEENAGE BOYS have afforded the 
$100 bottles of Moët champagne that they sprayed across the nightclub 
floor. But that was before the gold rush, before their lives were flooded 
with slick wardrobes and fancy cars and newly available women. In the 
rusted old industrial town of Veles, Macedonia, they were the freshly 
crowned kings.

They worked in “media.” More specifically, they worked in American 
social media. The average U.S. internet user was basically a walking bag 
of cash, worth four times the advertising dollars of anyone else in the 
world  —  and they were very gullible. In a town with 25 percent unem-
ployment and an annual income of under $5,000, these young men had 
discovered a way to monetize their boredom and decent English-lan-
guage skills. They set up catchy websites, peddling fad diets and weird 
health tips, and relying on Facebook “shares” to drive traffic. With each 
click, they got a small slice of the pie from the ads running along the 
side. Soon the best of them were pulling in tens of thousands of dollars 
a month.

But there was a problem. As word got out, competition swelled. More 
and more Veles teens launched websites of their own.

Fortunately, these young tycoons had timed their business well. The 
American political scene soon brought them a virtually inexhaustible 
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source of clicks and resulting fast cash: the 2016 U.S. presidential elec-
tion.

The Macedonians were awed by Americans’ insatiable thirst for po-
litical stories. Even a sloppy, clearly plagiarized jumble of text and ads 
could rack up hundreds of thousands of “shares.” The number of U.S. 
politics–related websites operated out of Veles ballooned into the hun-
dreds. As U.S. dollars poured into the local economy, one nightclub 
even announced that it would hold special events the same day Google 
released its advertising payouts.

“Dmitri” (a pseudonym) was one of the successful entrepreneurs. 
He estimated that in six months, his network of fifty websites attracted 
some 40 million page views driven there by social media. It made him 
about $60,000. The 18-year-old then expanded his media empire. He 
outsourced the writing to three 15-year-olds, paying each $10 a day. Dmi-
tri was far from the most successful of the Veles entrepreneurs. Several 
became millionaires. One even rebranded himself as a “clickbait coach,” 
running a school where he taught dozens of others how to copy his suc-
cess.

Some 5,000 miles from actual American voters, this small Macedo-
nian town had become a cracked mirror of what Mark Zuckerberg had 
pulled off just a decade earlier. Its entrepreneurs had pioneered a new 
industry that created an unholy amount of cash and turned a legion of 
young computer nerds into rock stars. As one 17-year-old girl explained 
at the nightclub, watching the teen tycoons celebrate from her perch at 
the bar, “Since fake news started, girls are more interested in geeks than 
macho guys.”

The viral news stories pumped out by these young, hustling Mace-
donians weren’t just exaggerations or products of political spin; they 
were flat-out lies. Sometimes, the topic was the long-sought “proof ” that 
Obama had been born in Kenya or revelations that he was planning a 
military coup. Another report warned that Oprah Winfrey had told her 
audience that “some white people have to die.” In retrospect, such arti-
cles seem unbelievable, but they were read on a scale that soared past re-
ports of the truth. A study of the top election news–related stories found 
that false reports received more engagement on Facebook than the top 
stories from all the major traditional news outlets combined.

As with their peddling of fad diets, the boys turned to political lies 
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for the sole reason that this was what their targets seemed to want. “You 
see they like water, you give water,” said Dmitri. “[If] they like wine, you 
give wine.” There was one cardinal rule in the business, though: target 
the Trumpkins. It wasn’t that the teens especially cared about Trump’s 
political message, but, as Dmitri explained, “nothing [could] beat” his 
supporters when it came to clicking on their made-up stories.

Of the top twenty best-performing fake stories spread during the 
election, seventeen were unrepentantly pro-Trump. Indeed, the single 
most popular news story of the entire election  —  “Pope Francis Shocks 
World, Endorses Donald Trump for President”  —  was a lie fabricated 
in Macedonia before blasting across American social networks. Three 
times as many Americans read and shared it on their social media ac-
counts as they did the top-performing article from the New York Times. 
Pope Francis didn’t mince words in his reaction to such articles: “No 
one has a right to do this. It is a sin and it is hurtful.”

Dmitri and his colleagues, though, were unrepentant. “I didn’t force 
anyone to give me money,” he said. “People sell cigarettes, they sell alco-
hol. That’s not illegal, why is my business illegal? If you sell cigarettes, 
cigarettes kill people. I didn’t kill anyone.” If anything, the fault lay with 
the traditional news media, which had left so much easy money on the 
table. “They’re not allowed to lie,” Dmitri noted scornfully.

At the same time that governments in Turkey, China, and Russia 
sought to obscure the truth as a matter of policy, the monetization of 
clicks and “shares”  —  known as the “attention economy”  —  was accom-
plishing much the same thing. Social media provided an environment 
in which lies created by anyone, from anywhere, could spread every-
where, making the liars plenty of cash along the way.

When the work of these Macedonian media moguls came to light, 
President Obama himself huddled with advisors on Air Force One. The 
most powerful man in the world dwelled on the absurdity of the situa-
tion and his own powerlessness to fight back. He could dispatch Navy 
SEALs to kill Osama bin Laden, but he couldn’t alter this new infor-
mation environment in which “everything is true and nothing is true.” 
Even in the absence of digitally empowered censorship, the free world 
had still fallen victim to the forces of disinformation and unreality.

When the social media revolution began in earnest, Silicon Valley 
evangelists enthused about the possibilities that would result from giv-
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ing everyone “access to their own printing press.” It would break down 
barriers and let all opinions be heard. These starry-eyed engineers 
should have read up on their political philosophy. Nearly two centu-
ries earlier, the French scholar of democracy Alexis de Tocqueville  —  
one of the first foreigners to travel extensively in the new United States 
of America  —  pondered the same question. “It is an axiom of political 
science in the United States,” he concluded, “that the only way to neu-
tralize the influence of newspapers is to multiply their number.” The 
greater the number of newspapers, he reasoned, the harder it would be 
to reach public consensus about a set of facts.

Tocqueville was worried about the number of newspapers expand-
ing past the few hundred of his time. Today, the marvels of the internet 
have created the equivalent of several billion newspapers, tailored to the 
tastes of each social media user on the planet. Consequently, there is no 
longer one set of facts, nor two, nor even a dozen. Instead, there exists 
a set of “facts” for every conceivable point of view. All you see is what 
you want to see. And, as you’ll learn how it works, the farther you’re led 
into this reality of your own creation, the harder it is to find your way 
out again.

THE ECHO CHAMBERS OF ME

“Imagine a future in which your interface agent can read every news-
wire and newspaper and catch every TV and radio broadcast on the 
planet, and then construct a personalized summary.”

This is what MIT media professor Nicholas Negroponte prophesied 
in 1995. He called it the “Daily Me.” A curated stream of information 
would not only keep people up to date on their own personal interests, 
but it would cover the whole political spectrum, exposing people to 
other viewpoints. His vision aligned with most internet pioneers. The 
internet didn’t just mean the end of censorship and authoritarians. Ac-
cess to more information would also liberate democracies, leading to a 
smarter, wiser society.

As the web exploded in popularity and the first elements of the “Daily 
Me” began to take shape, some pondered whether the opposite might ac-
tually be true. Rather than expanding their horizons, people were just 
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using the endless web to seek out information with which they already 
agreed. Harvard law professor Cass Sunstein rebranded it as the “Daily 
We.”

Imagine . . . a system of communications in which each person has 
unlimited power of individual design. If some people want to watch 
news all the time, they would be entirely free to do exactly that. If 
they dislike news, and want to watch football in the morning and sit-
uation comedies at night, that would be fine too . . . If people want 
to restrict themselves to certain points of view, by limiting them-
selves to conservatives, moderates, liberals, vegetarians, or Nazis, 
that would be entirely feasible with a simple point-and-click. If peo-
ple want to isolate themselves, and speak only with like-minded oth-
ers, that is feasible too . . . The implication is that groups of people, es-
pecially if they are like-minded, will end up thinking the same thing 
that they thought before  —  but in more extreme form.

With the creation of Facebook just a few years later, the “Daily We”  
—  the algorithmically curated newsfeed  —  became a fully function-
ing reality. However, the self-segregation was even worse than Sunstein 
had predicted. So subtle was the code that governed user experience on 
these platforms, most people had no clue that the information they saw 
might differ drastically from what others were seeing. Online activist 
Eli Pariser described the effect, and its dangerous consequences, in his 
2011 book, The Filter Bubble. “You’re the only person in your bubble,” he 
wrote. “In an age when shared information is the bedrock of shared ex-
perience, the filter bubble is the centrifugal force, pulling us apart.”

Yet, even as social media users are torn from a shared reality into 
a reality-distorting bubble, they rarely want for company. With a few 
keystrokes, the internet can connect like-minded people over vast dis-
tances and even bridge language barriers. Whether the cause is dan-
gerous (support for a terrorist group), mundane (support for a political 
party), or inane (belief that the earth is flat), social media guarantees 
that you can find others who share your views. Even more, you will be 
steered to them by the platforms’ own algorithms. As groups grow, it be-
comes possible for even the most far-flung of causes to coordinate and 
organize, to gain visibility and find new recruits.
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Flat-earthers, for instance, had little hope of gaining traction in a 
post–Christopher Columbus, pre-internet world. It wasn’t just because 
of the silliness of their views, but they couldn’t easily find others who 
shared them.

Today, the World Wide Web has given the flat-earth belief a dramatic 
comeback. Proponents now have an active online community and an 
aggressive marketing scheme. They spread stories that claim govern-
ment conspiracy, and produce slick videos that discredit bedrock sci-
entific principles. Pushing back at the belief only aids it, giving propo-
nents more attention and more followers. “YouTube cannot contain this 
thing,” declared one flat-earther. “The internet cannot contain it. The 
dam is broken; we are everywhere.”

Flat-earthism may sound amusing, but substitute it for any politi-
cal extreme and you can see the very same dynamics at play. As groups 
of like-minded people clump together, they grow to resemble fanatical 
tribes, trapped in echo chambers of their own design. The reason is ba-
sic human nature. In numerous studies, across numerous countries, in-
volving millions of people, researchers have discovered a cardinal rule 
that explains how information disseminates across the internet, as well 
as how it shapes our politics, media, and wars. The best predictor is not 
accuracy or even content; it is the number of friends who share the con-
tent first. They are more likely to believe what it says  —  and then to 
share it with others who, in turn, will believe what they say. It is all about 
us, or rather our love of ourselves and people like us.

This phenomenon is called “homophily,” meaning “love of the same.” 
Homophily is what makes humans social creatures, able to congregate 
in such large and like-minded groups. It explains the growth of civiliza-
tion and cultures. It is also the reason an internet falsehood, once it be-
gins to spread, can rarely be stopped.

Homophily is an inescapable fact of online life. If you’ve ever shared 
a piece of content after seeing it on a friend’s newsfeed, you’ve become 
part of the process. Most people don’t ponder deeply when they click 
“share.” They’re just passing on things that they find notable or that 
might sway others. Yet it shapes them all the same. As users respond 
positively to certain types of content, the algorithms that drive social 
media’s newsfeeds ensure that they see more of it. As they see more, 
they share more, affecting all others in their extended network. Like rip-
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ples in a pond, each of these small decisions expands outward, altering 
the flow of information across the entire system.

But there’s a catch: these ripples also reverberate back toward you. 
When you decide to share a particular piece of content, you are not only 
influencing the future information environment, you are also being in-
fluenced by any information that has passed your way already. In an ex-
haustive series of experiments, Yale University researchers found that 
people were significantly more likely to believe a headline (“Pope Fran-
cis Shocks World, Endorses Donald Trump for President”) if they had 
seen a similar headline before. It didn’t matter if the story was untrue; it 
didn’t even matter if the story was preceded by a warning that it might 
be fake. What counted most was familiarity. The more often you hear a 
claim, the less likely you are to assess it critically. And the longer you lin-
ger in a particular community, the more its claims will be repeated until 
they become truisms  —  even if they remain the opposite of the truth.

Homophily doesn’t just sustain crazy online echo chambers; its ef-
fects can sow deadly consequences for society. A prime example is the 
anti-vaccine movement, which claims that one of the most important 
discoveries in human history is actually a vast conspiracy. The move-
ment got its start in the 1960s but exploded in popularity along with so-
cial media. People with radical but seemingly disparate views  —  those 
on the far left suspicious of pharmaceutical companies, the far right sus-
picious of the government, and religious fundamentalists suspicious of 
relying on anything but prayer  —  found common cause online. Across 
Facebook groups and alternative-health websites, these “anti-vaxxers” 
shared made-up stories about the links between childhood vaccination 
and autism, reveling in conspiracy theories and claims they were the 
ones who faced a second “Holocaust.”

In an endless feedback loop, each piece of content shared within the 
anti-vaxxer community leaves them only more convinced that they are 
the sane ones, defending their children against blasphemous, corporate-
enriching, government-induced genetic engineering. In the process, 
the personalization afforded by social media also becomes a weapon. 
Whenever they are challenged, anti-vaxxers target not just the coun-
terargument but also the person making it. Any critic becomes part of 
the conspiracy, transforming a debate over “facts” into one over moti-
vations.
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Their passion has also made them a potent online force. In turn, 
this has made them an attractive movement for others to leverage to 
their own ends. Beginning in the late 2000s, this cadre of true believ-
ers was joined by a series of lower-tier celebrities whose popularity had 
diminished, like Jenny McCarthy and Donald Trump (who tweeted, 
“Healthy young child . . . gets pumped with massive shot of many vac-
cines, doesn’t feel good and changes  —  AUTISM. Many such cases!”). 
These failing stars used the attention-getting power of the anti-vaxxers 
to boost their personal brands  —  magnifying the reach of the conspir-
acy in the process.

In the United States, the net result of this internet-enabled move-
ment is that  —  after more than two centuries of proven, effective use 
and hundreds of millions of lives saved  —  vaccines have never faced 
so much public doubt. That might be just as funny as the flat-earthers, 
claiming that the earth is flat while coordinating via satellites that circle 
the globe, except for the real costs borne by the most vulnerable mem-
bers of society: children. In California, the percentage of parents apply-
ing a “personal belief exception” to avoid vaccinating their kindergart-
ners quadrupled between 2000 and 2013, and disease transmittal rates 
among kids soared as a result. Cases of childhood illnesses like whoop-
ing cough reached a sixty-year high, while the Disneyland resort was 
rocked by an outbreak of measles that sickened 147 children. Fighting 
an infectious army of digital conspiracy theorists, the State of Califor-
nia eventually gave up arguing and passed a law requiring kindergarten 
vaccinations, which only provided more conspiracy theory fodder.

Tempting as it may be to blame the internet for this, the real source of 
these digital echo chambers is again deeply rooted in the human brain. 
Put simply, people like to be right; they hate to be proven wrong. In 
the 1960s, an English psychologist isolated this phenomenon and put 
a name to it: “confirmation bias.” Other psychologists then discovered 
that trying to fight confirmation bias by demonstrating people’s errors 
often made the problem worse. The more you explain with facts that 
someone is mistaken, the more they dig in their heels.

What the internet does do is throw this process into overdrive, fu-
eling the brain’s worst impulses and then spreading them to countless 
others. Social media transports users to a world in which their every 
view seems widely shared. It helps them find others just like them. Af-
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ter a group is formed, the power of homophily then knits it ever closer 
together. U.S. Army colonel turned historian Robert Bateman summa-
rizes it pointedly: “Once, every village had an idiot. It took the internet 
to bring them all together.”

Thanks to this combination of internet-accelerated homophily and 
confirmation bias, civil society can be torn into fragments. Each group 
comes to believe that only its members know the truth and that all oth-
ers are ignorant or, even worse, evil. In fragile states, the situation can 
become untenable. A 2016 study from George Washington University’s 
Institute for Public Diplomacy and Global Communication explored 
this phenomenon in the context of the Arab Spring (which, as we saw 
earlier, marked the height of optimism about the power of social media), 
helping to explain how these democratic uprisings were so quickly ex-
ploited by authoritarianism.

When the researchers pored over nearly 63 million Twitter and Face-
book posts that followed the initial uprisings, a pattern became clear. 
The availability of information and ease of organizing online had cat-
alyzed masses of disparate people into action. But then came the di-
vision. “As time went on, social media encouraged political society to 
self-segregate into communities of the like-minded, intensifying con-
nections among members of the same group while increasing the dis-
tance among different groups.”

Once the shared enemy was gone, wild allegations demonized former 
allies and drove people farther apart. As the researchers explained else-
where, “The speed, emotional intensity and echo-chamber qualities of 
social media content make those exposed to it experience more extreme 
reactions. Social media is particularly suited to worsening political and 
social polarization because of its ability to spread violent images and 
frightening rumors extremely quickly and intensely.”

Although the main case study was Egypt, they could well have been 
describing the plight of any nation on earth.

The outcome is a cruel twenty-first-century twist on one of the clas-
sic quotes of the twentieth century. “Everyone is entitled to his own 
opinion, but not his own facts,” declared the legendary sociologist and 
New York senator Daniel Patrick Moynihan in a widely attributed ax-
iom. He was born in the age of radio and rose to power in the age of tele-
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vision. He died in 2003  —  the same year Mark Zuckerberg was muck-
ing around in his Harvard dorm room. In Moynihan’s time, such noble 
words rang true. Today, they’re a relic.

Fact, after all, is a matter of consensus. Eliminate that consensus, and 
fact becomes a matter of opinion. Learn how to command and manipu-
late that opinion, and you are entitled to reshape the fabric of the world. 
As a Trump campaign spokesperson famously put it in 2016, “There’s 
no such thing, unfortunately, anymore as facts.” It was a preposterous 
claim, but in a certain way, it is true.

And yet there’s another disturbing phenomenon at work. On social 
media, everyone may be entitled to their own facts, but rarely do they 
form their own opinions. There’s someone else manufacturing the be-
liefs that go viral online.

THE SUPER SPREAD OF LIES

The families were just sitting down for lunch on December 4, 2016, 
when the man with the scraggly beard burst through the restaurant 
door. Seeing him carrying a Colt AR-15 assault rifle, with a Colt .38 re-
volver strapped to his belt, parents shielded their terrified children. But 
Edgar Welch hardly noticed. After all, he was a man on a mission. The 
28-year-old part-time firefighter knew for a fact that the Comet Ping 
Pong pizza restaurant was just a cover for Hillary Clinton’s secret pedo-
philia ring, and, as a father of two young girls, he was going to do some-
thing about it.

As the customers made a run for it (and, of course, started posting 
on social media about it), Welch headed to the back of the pizza place. 
He expected to find the entrance to the vast, cavernous basement that 
he knew to hold the enslaved children. Instead, he found an employee 
holding pizza dough. For the next forty-five minutes, Welch hunted for 
the secret sex chambers, overturning furniture and testing the walls. 
Eventually, his attention turned to a locked door. This was surely it, 
he thought. He fired his weapon, destroying the lock, and flung open 
the door. It was a tiny computer room little larger than a storage closet. 
There were no stairs to a secret underground sex chamber. Indeed, 
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there was no basement at all. Dejected and confused, Welch dropped 
his weapons and surrendered to police.

In the subsequent trial, neither side would suggest Welch was insane. 
Indeed, the prosecution wrote that Welch “was lucid, deadly serious, 
and very aware.” He’d sincerely believed he was freeing children from 
captivity, that he was embarking on a one-way mission for which he was 
prepared to give his life. On his 350-mile journey, he’d recorded a tear-
ful farewell to his family on his smartphone; a martyrdom message to 
broadcast on social media if he died in a hail of bullets. Welch would be 
sentenced to four years in prison.

For James Alefantis, the founder and owner of the pizza café, the con-
viction was small comfort. “I do hope one day, in a more thoughtful 
world, every one of us will remember this day as an aberration,” he said. 
“When the world went mad and fake news was real.”

But it was no aberration. Welch’s ill-fated odyssey could be traced 
to a flurry of viral conspiracy theories known collectively as #Pizza-
gate. Arising in the final days of the 2016 U.S. election, the hoax claimed 
Hillary Clinton and her aides were involved in satanic worship and un-
derage sex trafficking at a DC-area pizza parlor. Their “evidence” was 
a picture of the owner, Alefantis, hosting a fundraiser for Clinton, and 
a heart-shaped logo on the restaurant’s website. Working through a 
crowdsourced “investigation” that was a perverse reflection of the sort 
conducted by Bellingcat, these far-right sleuths had determined the 
heart was a secret sign for child predators. It was actually the symbol of 
a fundraiser for St. Jude Children’s Research Hospital.

#Pizzagate blazed across social media, garnering 1.4 million mentions 
on Twitter alone. On the Infowars YouTube channel, conspiracy theo-
rist Alex Jones told his 2 million subscribers, “Something’s being cov-
ered up. All I know, God help us, we’re in the hands of pure evil.” Spying 
opportunity, the Russian sockpuppets working in St. Petersburg also 
latched onto the #Pizzagate phenomenon, their posts further boosting 
its popularity. #Pizzagate not only dominated far-right online conversa-
tion for weeks, but actually increased in power following Clinton’s elec-
toral defeat. When polled after the election, nearly half of Trump voters 
affirmed their belief that the Clinton campaign had participated in pe-
dophilia, human trafficking, and satanic ritual abuse.

Yet, as Welch ruefully admitted after his arrest, “the intel on this 
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wasn’t 100 percent.” Welch’s use of the word “intel” was eerily appropri-
ate. Among the key voices in the #Pizzagate network was Jack Posobiec, 
a young intelligence officer in the U.S. Navy Reserve. Although Poso-
biec’s security clearance had been revoked and he’d been reassigned by 
his commanding officers to such duties as “urinalysis program coordina-
tor,” on Twitter he was a potent force. Posobiec was relentless in pushing 
#Pizzagate to his more than 100,000 followers. He’d even livestreamed 
his own “investigation” of the restaurant, barging in on a child’s birth-
day party and filming until he was escorted from the premises.

For Posobiec, social media offered a path to popularity that eluded 
him in real life and a way to circumvent the old media gatekeep-
ers. “They want to control what you think, control what you do,” he 
bragged. “But now we’re able to use our own platforms, our own chan-
nels, to speak the truth.”

The accuracy of Posobiec’s “truth” was inconsequential. Indeed, 
Welch’s violent and fruitless search didn’t debunk Posobiec’s claims; it 
only encouraged him to make new ones. “False flag,” Posobiec tweeted 
as he heard of Welch’s arrest. “Planted Comet Pizza Gunman will be 
used to push for censorship of independent news sources that are not 
corporate owned.” Then he switched stories, informing his followers 
that the DC police chief had concluded, “Nothing to suggest man w/
gun at Comet Ping Pong had anything to do with #pizzagate.” It was, 
like the rest of the conspiracy, a fabrication. The only thing real was 
the mortal peril and psychological harm that opportunists like Poso-
biec had inflicted on the workers of the pizza place and the families din-
ing there.

Yet Posobiec suffered little for his falsehoods. Indeed, they only in-
creased his online fame and influence. They also brought other rewards. 
Just a few months after he’d trolled a pizza parlor into near tragedy, he 
was livestreaming from the White House press briefing room, as a spe-
cially invited guest. And then came the ultimate validation. Posobiec 
and his messages were retweeted multiple times by the most powerful 
social media platform in all the world, that of President Donald Trump.

#Pizzagate shows how online virality  —  far from a measure of sincere 
popularity  —  is a force that can be manipulated and sustained by just a 
few influential social media accounts. In internet studies, this is known 
as “power law.” It tells us that, rather than a free-for-all among millions 
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of people, the battle for attention is actually dominated by a handful of 
key nodes in the network. Whenever they click “share,” these “super-
spreaders” (a term drawn from studies of biologic contagion) are essen-
tially firing a Death Star laser that can redirect the attention of huge 
swaths of the internet. This even happens in the relatively controlled 
parts of the web. A study of 330 million Chinese Weibo users, for in-
stance, found a wild skew in influence: fewer than 200,000 users had 
more than 100,000 followers; only about 3,000 accounts had more than 
1 million. When researchers looked more closely at how conversations 
started, they found that the opinions of these hundreds of millions of 
voices were guided by a mere 300 accounts.

The internet may be a vast, wild, and borderless frontier, but it has its 
monarchs all the same. Vested with such power, these super-spreaders 
often have little regard for the truth. Indeed, why should they? The in-
formation of truth is less likely to draw eyes.

In the past several years, episodes like #Pizzagate have become all too 
common, as have fabulists like Posobiec. These conspiracy-mongers’ 
influence has been further reinforced by the age-old effects of homoph-
ily and confirmation basis. Essentially, belief in one conspiracy theory 
(“Global warming is a hoax”) increases someone’s susceptibility to fur-
ther falsehoods (“Ted Cruz’s dad murdered JFK”). They’re like the HIV 
of online misinformation: a virus that makes its victims more vulnera- 
ble to subsequent infections.

The combination of conspiracy theories and social media is even 
more toxic than that, however. As psychologist Sander van der Linden 
has written, belief in online conspiracy theories makes one more sup-
portive of “extremism, racist attitudes against minority groups (e.g., 
anti-Semitism) and even political violence.”

Modest lies and grand conspiracy theories have been weapons in the 
political arsenal for millennia. But social media has made them more 
powerful and more pervasive than ever before. In the most compre-
hensive study of its kind, MIT data scientists charted the life cycles of 
126,000 Twitter “rumor cascades”  —  the first hints of stories before they 
could be verified as true or false. The researchers found that the fake 
stories spread about six times faster than the real ones. “Falsehood dif-
fused significantly farther, faster, deeper, and more broadly than the 
truth in all categories of information,” they wrote. 
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Ground zero for the deluge, however, was in politics. The 2016 U.S. 
presidential election released a flood of falsehoods that dwarfed all pre-
vious hoaxes and lies in history. It was an online ecosystem so vast that 
the nightclubbing, moneymaking, lie-spinning Macedonians occupied 
only one tiny corner. There were thousands of fake websites, popu-
lated by millions of baldly false stories, each then shared across peo-
ple’s personal networks. In the final three months of the 2016 election, 
more of these fake political headlines were shared on Facebook than 
real ones. Meanwhile, in a study of 22 million tweets, the Oxford Inter-
net Institute concluded that Twitter users, too, had shared more “mis-
information, polarizing and conspiratorial content” than actual news 
stories.

The Oxford team called this problem “junk news.” Like junk food, 
which lacks nutritional value, these stories lacked news value. And also 
like junk food, they were made of artificial ingredients and infused with 
sweeteners that made them hard to resist. This was the realization of 
a danger that internet sociologist danah boyd had warned about as far 
back as 2009:

Our bodies are programmed to consume fats and sugars because 
they’re rare in nature . . . In the same way, we’re biologically pro-
grammed to be attentive to things that stimulate: content that is 
gross, violent, or sexual and that [sic] gossip which is humiliating, 
embarrassing, or offensive. If we’re not careful, we’re going to develop 
the psychological equivalent of obesity. We’ll find ourselves consum-
ing content that is least beneficial for ourselves or society as a whole.

What the Oxford researchers called “junk news” soon became more 
commonly known as “fake news.” That term was originally created to 
describe news that was verifiably untrue. However, President Trump 
quickly co-opted it (using it more than 400 times during his first year in 
office), turning “fake news” into an epithet to describe information that 
someone doesn’t like. That is, even the term used to describe untruths 
went from an objective measure of accuracy to a subjective statement 
of opinion.

Whatever the term, in the United States, as in Macedonia, many peo-
ple saw dollar signs in this phenomenon. Posobiec, for instance, would 
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market his expertise as an online conspiracy theorist in a book that 
promised to explain “how social media was weaponized.” As with Op-
eration INFEKTION and the anti-vaxxers, however, the right-wing had 
no monopoly on driving lies viral, or making money along the way. One 
example could be seen in Jestin Coler, a self-described family man in 
his early 40s. With a degree in political science and an avid interest in 
propaganda, Coler claimed to have gotten into the fake news business 
as an experiment, testing the gullibility of right-wing conspiracy theo-
rists. “The whole idea from the start,” he explained, “was to build a site 
that could kind of infiltrate the echo chambers of the alt-right, publish 
blatantly or fictional stories and then be able to publicly denounce those 
stories and point out the fact that they were fiction.” But then the money 
began to pour in  —  sometimes tens of thousands of dollars in a single 
month. Any high-minded purpose was forgotten.

Coler expanded his operation into a full-fledged empire: twenty-five 
websites, manned by a stable of two dozen freelance writers, each of 
whom took a cut of the profits. The wilder the headline, the more clicks 
it got and the more money everyone made. One of Coler’s most popular 
pieces told the tragic and wholly false story of an FBI agent and his wife 
who, amid an investigation of Hillary Clinton, had died in a suspicious 
murder-suicide. In a ten-day period, 1.6 million readers were drawn to 
the real-sounding but fake newspaper (the Denver Guardian) that had 
posted the fake story. On Facebook, the damning headline would be 
glimpsed at least 15 million times.

Coler was unmasked when an intrepid reporter for National Public 
Radio pierced through his shell of web registrations and tracked him 
to his home. Asked why he’d stayed hidden, Coler was blunt about the 
people who were making him rich. “They’re not the safest crowd,” he 
said. “Some of them I would consider domestic terrorists. So they’re just 
not people I want to be knocking on my door.” Their beliefs were crazy; 
their cash was good.

Yet these individual for-profit purveyors of lies were just the small fry. 
More significant was the new media business environment surround-
ing them, which meshed profit and partisan politics. When researchers 
at the Columbia Journalism Review broke down the readership of some 
1.25 million news stories published during the 2016 election cycle, they 
found that liberal and conservative news consumers were both rely-
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ing more on social media than on traditional media outlets, but both 
groups essentially existed in their own parallel universes. This finding 
confirmed what we’ve seen already. Homophily and virality combined 
to increase users’ exposure to information they agreed with, while insu-
lating them from information they found distasteful.

But the research revealed something else. The drivers of conversa-
tion in the left-leaning social media universe were divided across mul-
tiple hubs that included old media mainstays like the New York Times 
and avowedly liberal outlets like the Huffington Post. In contrast, the 
right-leaning universe was separate but different. It had just one central 
cluster around the hyperpartisan platform Breitbart, which had been 
launched in 2005 (the year after Facebook) with the new media environ-
ment deliberately in mind. As founder Andrew Breitbart explained, “I’m 
committed to the destruction of the old media guard . . . and it’s a very 
good business model.”

After Breitbart’s death in 2012, the organization was run by Steve 
Bannon, a former investment banker turned Hollywood producer, who 
intimately understood both markets and the power of a good viral head-
line. Bannon embraced social media as a tool to dominate the changing 
media marketplace, as well as to remake the right-wing. The modern 
internet wasn’t just a communications medium, he lectured his staff, it 
was a “powerful weapon of war,” or what he called “#War.”

Through Breitbart, Bannon showered favorable coverage on the “alt-
right,” an emerging online coalition that could scarcely have existed or 
even been imagined in a pre–social media world. Short for “alternative 
right” (the term popularized by white supremacist leader Richard Spen-
cer), the alt-right fused seemingly disparate groups ranging from a new 
generation of web-savvy neo-Nazis to video gamer collectives using on-
line harassment campaigns to battle perceived “political correctness.” 
All these groups found unity in two things. The first was a set of beliefs 
that, as the Associated Press put it, rejected “the American democratic 
ideal that all should have equality under the law regardless of creed, gen-
der, ethnic origin or race.” The second was a recognition that social me-
dia was the best means to transform that conviction into reality.

Stoking outrage and seeking attention, Bannon declared Breitbart 
“the platform for the alt-right.” Its editors even invited the movements’ 
leaders to edit their own glowing profile articles. These sorts of ar-
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rangements helped restructure the media marketplace. In contrast to 
how the network of liberal media was distributed across multiple hubs, 
thousands of smaller, far-right platforms clung to Breitbart in a tight or-
bit. They happily sent hyperlinks and advertising profit to each other, 
but almost never anywhere outside of their closed network, which tilted 
the balance. The change wasn’t just that conservatives were abandoning 
mainstream media en masse, but that the marketplace of information 
within their community had changed as well. When judged by key mea-
sures like Facebook and Twitter “shares,” Breitbart had eclipsed even 
the likes of Fox News, more than doubling “share” rates among Trump 
supporters.

In this new media universe, not just money, journalism, and political 
activism mixed, but also truth and hateful disinformation. News reports 
of actual events were presented alongside false ones, making it hard for 
readers to differentiate between them. A series of articles on illegal im-
migration, for instance, might mix stories about real illegal immigrants 
with false reports of Al Qaeda–linked terrorists sneaking in via Mexico. 
In some cases, this situation entered the realm of the bizarre, such as 
when Breitbart quoted a Twitter account parodying Trump, instead of 
his actual feed, in order to make him sound more presidential than he 
did in reality.

What the stratagem revealed was that on social networks driven by 
homophily, the goal was to validate, not inform. Internet reporter John 
Herrman had observed as much in a prescient 2014 essay. “Content-mar-
keted identity media speaks louder and more clearly than content-mar-
keted journalism, which is handicapped by everything that ostensibly 
makes it journalistic  —  tone, notions of fairness, purported allegiance 
to facts, and context over conclusions,” he wrote. “These posts are not 
so much stories as sets of political premises stripped of context and as-
serted via Facebook share  —  they scan like analysis but contain only 
conclusions; after the headline, they never argue, only reveal.” This was 
just as well. In 2016, researchers were stunned to discover that 59 per-
cent of all links posted on social media had never been clicked on by the 
person who shared them.

Simply sharing crazy, salacious stories became a form of political ac-
tivism. As with the dopamine-fueled cycle of “shares” and “likes,” it also 
had a druglike effect on internet partisans. Each new “hit” of real (or 
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fake) news broadcast on social media might be just enough to help their 
chosen candidate win.

There was also a sort of raw entertainment to it  —  a no-holds-barred 
battle in which actual positions on policy no longer mattered. This, too, 
was infectious. Now taking their lead from what was trending online, 
traditional media outlets followed suit. Across the board, just one-tenth 
of professional media coverage focused on the 2016 presidential candi-
dates’ actual policy positions. From the start of the year to the last week 
before the vote, the nightly news broadcasts of the “big three” networks 
(ABC, CBS, and NBC) devoted a total of just thirty-two minutes to ex-
amining the actual policy issues to be decided in the 2016 election!

Yet for all its noise and spectacle, the specter of online misinforma-
tion didn’t begin with the 2016 U.S. presidential race, nor did it fade 
once the votes were cast. Disappointed Clinton donors vowed to cre-
ate a “Breitbart of the left,” while a new generation of liberal rumor mills 
and fabulists purported to show why every Republican politician tee-
tered on the brink of resignation and how every conservative commen-
tator was in the secret employ of the Kremlin. Meanwhile, the misinfor-
mation economy powered onward. It would pop up in the 2017 French 
presidential election and roil the politics of Germany, Spain, and Italy 
soon thereafter.

Nor was the problem limited to elections. Perhaps the most worri-
some example occurred on Christmas Eve 2016, when Pakistani defense 
minister Khawaja Asif read a false online report that Israel was threat-
ening to attack his country if it intervened in Syria. “We will destroy 
them with a nuclear attack,” the report had quoted a retired Israeli de-
fense minister as saying. Asif responded with a real threat of his own, 
tweeting about Pakistan’s willingness to retaliate with nuclear weapons 
against Israel. Fortunately, Christmas was saved when the original re-
port was debunked before the crisis could escalate further.

Sadly, not all false online reports have been stopped before they’ve 
sparked real wars. In mid-2016, the rival armies of South Sudan’s presi-
dent and vice president had settled into an uneasy truce after years of 
civil war. But when the vice president paid a visit to the presidential pal-
ace, his spokesperson published a false Facebook update that he had 
been arrested. Reading the post, the vice president’s men paid an angry 
(and heavily armed) visit to the palace to rescue him. The president’s 
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bodyguards in turn opened fire  —  igniting a series of battles that would 
leave over 300 dead and plunge the nation back into conflict. Even after 
a cease-fire was declared by both sides, social media then fueled a new 
cycle of sectarian and ethnic violence, helped by a heavy dose of online 
hate speech and false accusations. The same echo chambers that have 
swung elections saw rival Sudanese Facebook groups allege nonexistent 
attacks that inspired extremists on both sides to commit real and deadly 
acts of revenge. A combination of viral falsehood and the “cyberbang-
ing” problem of Chicago escalated to nationwide conflict.

What played out in South Sudan has been echoed around the world. 
In India, riots erupted in 2017 over fake stories pushed by the Indian 
equivalent of Breitbart. These prompted a new round of fake stories 
about the riots and their instigators, which reignited the real cycle of 
violence. That same year in Myanmar, a surge in Facebook rumormon-
gering helped fuel genocide against the nation’s Rohingya Muslim mi-
nority. The following year in Sri Lanka, wild (and viral) allegations of a 
“sterilization” plot led a frenzied Buddhist mob to burn a Muslim man 
alive. “The germs are ours,” a Sri Lankan official explained of his coun-
try’s religious tensions, “but Facebook is the wind.”

The online plague of misinformation has even become a problem for 
some of the least sympathy-inducing groups in the world. In El Salva-
dor, the MS-13 gang faced an unexpected crisis when false stories spread 
that it was murdering any woman who had dyed blond hair and wore 
leggings (the hair and leggings were a trademark look of the rival Los 
Chirizos gang). “We categorically deny the rumor that has been cir-
culated,” read the gang’s official statement, itself posted online. The 
criminals solemnly denounced the stories that “only create alarm and 
increase fear and anxiety in the poor population that live in the city cen-
ter.”

Even the unrepentantly barbaric Islamic State had to deal with false 
headlines. When ISIS instituted its repressive, fundamentalist govern-
ment after the seizure of Mosul, reports circulated that it would force 
genital mutilation on 4 million Iraqi women and girls. Subsequent news 
stories were shared tens of thousands of times. ISIS propagandists and 
supporters were aggrieved. Although they’d happily held public be-
headings and reinstituted crucifixion as a form of punishment, female 
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genital mutilation wasn’t their policy. An ISIS Twitter account, whose 
Arabic username translated to “Monster,” offered a terse rebuttal de-
nouncing the fake news and demanding that the media retract its claims.

In only a few years, online misinformation has evolved from a tab-
loid-style curiosity to a global epidemic. Ninety percent of Americans 
believe that these made-up news stories have made it harder to know 
what’s true and what’s not. Nearly one-quarter of Americans admit to 
having shared a fake story themselves. At the end of 2015, the Washing-
ton Post quietly ended a weekly feature devoted to debunking internet 
hoaxes, admitting there were simply too many of them. “[This] repre-
sents a very weird moment in internet discourse,” mused columnist 
Caitlin Dewey. “At which point does society become utterly irrational? 
Is it the point at which we start segmenting off into alternate realities?”

The answer is that the whirlwind of confirmation bias and online 
gratification can swiftly mobilize millions. It can also produce what 
the World Economic Forum has called “digital wildfires,” fast-mov-
ing bursts of information that devastate markets, upend elections, or 
push nations to the brink of war. While these fires may be set by super-
spreaders with a specific agenda, as they advance they can cleave huge 
rifts across society. And if someone’s online network has helped fuel a 
particular fire, he or she is more likely to believe it  —  and even more 
likely to help spread the next one.

The human brain was never equipped to operate in an information 
environment that moves at the speed of light. Even those who’ve grown 
up in this world have found it difficult to adjust. Studies show that more 
than half of U.S. middle schoolers  —  who spend an average of 7.5 hours 
online each day outside of school hours  —  cannot discern advertise-
ments from legitimate news, nor distinguish basic fact from fiction on-
line. “If it’s going viral, it must be true,” one middle schooler patiently 
explained to a team of Stanford researchers. “My friends wouldn’t post 
something that’s not true.”

On the internet, virality is inseparable from reality. A fake story 
shared by millions becomes “real” in its own way. An actual event that 
fails to catch the eye of attention-tracking algorithms might as well 
never have happened. Yet nothing says the people sharing the story have 
to be real either.
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ALL HAIL OUR BOT OVERLORDS

Angee Dixson was mad as hell, and she wasn’t going to take it anymore.
A “Christian first,” as her profile declared, the photogenic brunette 

had one item on her agenda. “I want my country back. MAGA.” Joining 
Twitter in August 2017, Dixson took to the platform immediately, tweet-
ing some ninety times a day. She made good on her profile’s pledge, leap-
ing to President Trump’s defense against Democrats, the FBI, late-night 
comedians, and everyone in between.

Three days after Dixson hopped online, a coalition of alt-right 
groups descended on Charlottesville, Virginia, for what they dubbed 
the #UniteTheRight rally. As counterprotesters poured into the streets 
to oppose what became a vivid expression of hate and white national-
ism, a far-right terrorist drove his car into the crowd, killing one young 
woman and wounding three others. When public sentiment turned 
against President Trump (who claimed “both sides” were to blame for 
the violence), Dixson furiously leapt to his defense. “Dems and Media 
Continue to IGNORE BLM [Black Lives Matter] and Antifa [anti-fas-
cist] Violence in Charlottesville,” she tweeted, including an image of 
demonstrators with the caption “DEMOCRAT TERROR.” In the days 
that followed, her tweets grew even more strident, publicizing supposed 
cases of left-wing terrorism around the country.

But none of the cases were real  —  and Dixson wasn’t either. As Ben 
Nimmo, a fellow with the Digital Forensic Research Lab at the Atlan-
tic Council, discovered, “Angee Dixson” was actually a bot  —  a sophis-
ticated computer program masquerading as a person. One clue to her 
identity was her frequent use of URL “shorteners,” shortcuts that bots 
use to push out links. (A machine’s efficiency can often spill the beans, 
as lazy humans tend to use the old-fashioned copy-and-paste method.) 
Another telltale sign was her machinelike language pattern, sometimes 
lifted from RT and Sputnik. Despite her avowed American focus, Dix-
son also couldn’t help but slip in the occasional attack on Ukraine. And 
finally, the true giveaway: Dixson’s profile picture was actually a pho-
tograph of Lorena Rae, a German model who was dating Leonardo Di-
Caprio at the time.

Dixson was one of at least 60,000 Russian accounts in a single “bot-
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net” (a networked army of bots) that infested Twitter like a cancer, 
warping and twisting the U.S. political dialogue. This botnet, in turn, 
belonged to a vast galaxy of fake and automated accounts that lurk in 
the shadows of Twitter, Facebook, Instagram, and numerous other ser-
vices. These machine voices exist because they have power  —  because 
the nature of social media platforms gives them power.

On Twitter, popularity is a function of followers, “likes,” and retweets. 
Attract lots of attention in a short period of time and you’ll soon find 
yourself, and any views you push, going viral. On Google, popularity is 
a function of hyperlinks and keywords; the better trafficked and more 
relevant a particular website, the higher it ranks in Google search re-
sults. On Facebook, popularity is determined by “likes” from friends 
and the particular updates that you choose to share. The intent is to 
keep users emotionally grafted to the network. Bombard your friends 
with silly, salacious news stories and you’ll find yourself receiving less 
and less attention; describe a big personal moment (a wedding engage-
ment or professional milestone) and you may dominate your local social 
network for days.

Every social media platform is regulated by such an algorithm. It 
represents the beating heart of the platform’s business, its most closely 
guarded treasure. But as the world has come to be ruled by the whims of 
virality and the attention economy, plenty of people seek to cheat their 
way to fame and influence. Plenty more happily sell them the tools to 
do so.

The most common form of this cheating is also the simplest. Fake 
followers and “likes” are easy to produce  —  all they require is a dummy 
email address and social media account  —  and they enjoy essentially 
unlimited demand. Politicians, celebrities, media outlets, and wannabe 
“influencers” of all stripes have come to rely on these services. The re-
sult is a decade-old black market worth at least $1 billion.

Often, these fake followers are easy to track. In 2016, internet users 
had a collective chuckle when People’s Daily, the main Chinese propa-
ganda outlet, launched a Facebook page that swiftly attracted 18 million 
“likes,” despite Facebook being banned in China. This included more 
than a million “fans” in Myanmar (out of the then 7 million Facebook 
users in that country), who instantly decided to “like” China. Likewise, 
when Trump announced his nationalistically themed presidential cam-

The Unreality Machine  139

Singer_LIKEWAR_F.indd   139 7/20/18   11:21 AM



paign in 2015, 58 percent of his Facebook followers, oddly, hailed from 
outside the United States. Despite his anti-immigrant rhetoric and re-
peated calls for a border wall, 4 percent supposedly lived in Mexico.

In the nations of Southeast Asia, the demand for fake followers has 
given rise to a “click farm” industry that resembles the assembly lines of 
generations past. Amid the slums of places like Dhaka in Bangladesh or 
Lapu-Lapu in the Philippines, workers crowd into dark rooms crammed 
with banks of monitors. Some employees follow rigid scripts intended 
to replicate the activity of real accounts. Others focus on creating the 
accounts themselves, the factories equipping their workers with hun-
dreds of interchangeable SIM cards to beat the internet companies’ 
spam protection measures.

Yet as with every other industry, automation has begun to steal peo-
ple’s jobs. The most useful form of fakery doesn’t come through click 
farms, but through the aforementioned bots. Describing software that 
runs a series of automated scripts, the term “bot” is taken from “robot”  
—  in turn, derived from a Czech word meaning “slave” or “servitude.” 
Today, social media bots spread a message; as often as not, it’s human 
beings who become the slaves to it.

Like actual robots, bots vary significantly in their complexity. They 
can be remarkably convincing “chatbots,” conducting conversations us-
ing natural language and selecting from millions of preprogrammed 
responses. Or the bots can be devilishly simple, pushing out the same 
hashtag again and again, which may get them caught but still accom-
plishes their mission, be it to make a hashtag go viral or to bury an op-
ponent under countermessages.

For example, the day after Angee Dixson was outed in an analysis 
by the nonprofit organization ProPublica, a new account spun to life 
named “Lizynia Zikur.” She immediately decried ProPublica as an “alt-
left #HateGroup and #FakeNews Site.” Zikur was clearly another fake  
—  but one with plenty of friends. The bot’s message was almost in-
stantly retweeted 24,000 times, exceeding the reach of ProPublica’s 
original analysis. In terms of virality, the fake voices far surpassed the 
reports of their fakeness.

This episode shows the power of botnets to steer the course of on-
line conversation. Their scale can range from hundreds to hundreds 
of thousands. The “Star Wars” botnet, for example, is made up of over 
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350,000 accounts that pose as real people, detectable by their predilec-
tion for spouting lines from the franchise.

If a few thousand or even hundred of these digital voices shift to dis-
cussing the same topic or using the same hashtag all at the same time, 
that action can fool even the most advanced social media algorithm, 
which will mark it as a trend. This “trend” will then draw in real users, 
who have nothing to do with the botnet, but who may be interested in 
the news, which itself is now defined by what is trending online. These 
users then share the conversation with their own networks. The manu-
factured idea takes hold and spreads, courting ever more attention and 
unleashing a cascade of related conversations, and usually arguments. 
Most who become part of this cycle will have no clue that they’re actu-
ally the playthings of machines.

As businesses whose fortunes rise or fall depending on the size of 
their user base, social media firms are reluctant to delete accounts  —  
even fake ones. On Twitter, for instance, roughly 15 percent of its user 
base is thought to be fake. For a company under pressure to demon-
strate user growth with each quarterly report, this is a valuable boost.

Moreover, it’s not always easy to determine whether an account is a 
bot or not. As the case of Angee Dixson shows, multiple factors, such as 
time of activity, links, network connections, and even speech patterns, 
must be evaluated. Researchers then take all of these clues and marry 
them up to connect the dots, much as in the Sherlock Holmes–style in-
vestigations the Bellingcat team pursues to chronicle war crimes.

Although botnets have been used to market everything from dish 
soap to albums, they’re most common in the political arena. For author-
itarian regimes around the world, botnets are powerful tools in their 
censorship and disinformation strategies. When Syria began to disinte-
grate into civil war in 2011, the Assad regime used Twitter bots to flood 
its opponents’ hashtags with random soccer statistics. Those search-
ing for vital information to fight the regime were instead greeted with a 
wall of nonsense. At the same time, the #Syria news hashtag was flooded 
with beautiful landscape images. A year later, when international atten-
tion turned to the plight of Chinese-occupied Tibet, the Chinese gov-
ernment did the same. Thousands of bots hijacked hashtags like #Free-
Tibet, overpowering activists with random photographs and snippets 
of text.
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Botnets have proven just as appealing to the politicians and govern-
ments of democratic nations. Among the first documented uses was in 
2010, when Massachusetts held a special election to fill the seat vacated 
by the late Senator Ted Kennedy. At the beginning of the race, there 
was little notable social media activity in this traditionally Democratic 
stronghold. But then came a shock: an outlying poll from Suffolk Uni-
versity showed Republican Scott Brown might have a chance. After that 
came a social media blitz, masterminded by two out-of-state conserva-
tive advocacy groups. One was funded by the Koch brothers and the 
other by the group that had organized the “Swift Boat” negative adver-
tising campaign that had sunk the 2004 presidential bid of Democratic 
candidate John Kerry.

Suddenly, bots popped up everywhere, all fighting for Brown. Fake 
accounts across Facebook and Twitter trumpeted Brown’s name as of-
ten as possible, seeking to manipulate search results. Most novel was 
what was then called a “Twitterbomb.” Twitter users interested in the 
election began to receive automated replies supporting Brown. Impor-
tantly, these solicitations hit users beyond Massachusetts, greatly en-
riching Brown’s coffers. When Brown became the first Republican to 
win a Massachusetts Senate seat since 1952, political analysts were both 
floored and fascinated. Bots had enabled an election to be influenced 
from afar. They had also shown how one could create the appearance of 
grassroots support and turn it into reality, a tactic that became known 
as “astroturfing.”

Botnets would become a part of every major election thereafter. 
When Newt Gingrich’s promise to build a moon base didn’t excite vot-
ers in the 2012 U.S. presidential primaries, his campaign reportedly 
bought more than a million fake followers, to try to create the sense of 
national support. In Italy, a comedian turned populist skyrocketed to 
prominence with the help of bot followers. The next year, a scandal hit 
South Korea when it was revealed that a massive botnet  —  operated by 
military cyberwarfare specialists  —  had transmitted nearly 25 million 
messages intended to keep the ruling party in power.

Often, botnets can play the role of political mercenaries, readily 
throwing their support from one cause to the next. During Brexit, Brit-
ain’s contentious 2016 referendum to leave the European Union, re-
searchers watched as automated Twitter accounts that had long cham-
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pioned Palestinian independence abruptly shifted their attention to 
British politics. Nor was it an even fight: the pro-Brexit bots outnum-
bered the robotic champions of “Remain” by a ratio of five to one. The 
botnets (many since linked to Russia) were also prodigious. In the fi-
nal days before the referendum, less than 1 percent of Twitter users ac-
counted for one-third of all the conversation surrounding the issue. 
Political scientists were left to wonder what might have happened in a 
world without the machines.

The 2016 U.S. presidential race, however, stands unrivaled in the ex-
tent of algorithmic manipulation. On Twitter alone, researchers discov-
ered roughly 400,000 bot accounts that fought to sway the outcome of 
the race  —  two-thirds of them in favor of Donald Trump. Sometimes, 
these bots were content simply to chirp positive messages about their 
chosen candidate. Other times, they went on the offensive. Like the 
suppressive tactics of the Syrian regime, anti-Clinton botnets actively 
sought out and “colonized” pro-Clinton hashtags, flooding them with 
virulent political attacks. As Election Day approached, pro-Trump bots 
swelled in intensity and volume, overpowering pro-Clinton voices by 
(in another echo of Brexit) a five-to-one ratio.

To an untrained eye, Trump’s bots could blend in seamlessly with 
real supporters. This included the eye of Trump himself. In just the first 
three months of 2016, the future president used his Twitter account to 
quote 150 bots extolling his cause  —  a practice he would continue in the 
White House.

Behind this massive bot army lay a bizarre mix of campaign opera-
tives, true believers, and some who just wanted to watch the world burn. 
The most infamous went by the online handle “MicroChip.” A free-
lance software developer, MicroChip claimed to have become a believer 
in the alt-right after the 2015 Paris terrorist attacks. With his tech back-
ground, he realized he could manipulate Twitter’s programming appli-
cations, initially testing such “anti-PC” hashtags as #Raperefugees to 
see what he could drive viral. By the time of the 2016 election, he labored 
twelve hours at a time, popping Adderall to stay focused as he pumped 
out pro-Trump propaganda.

Described by a Republican strategist as the “Trumpbot overlord,” 
MicroChip specialized in using bots to launch hashtags (#TrumpTrain, 
#cruzsexscandal, #hillarygropedme) that could redirect and dominate 
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political conversation across Twitter. When his machine was firing on 
all cylinders, MicroChip could produce more than 30,000 retweets in a 
single day, each of which could reach orders of magnitude more users. 
He took particular joy in using his army of fake accounts to disseminate 
lies, including #Pizzagate. “I can make whatever claims I want to make,” 
he bragged. “That’s how this game works.”

MicroChip lived in Utah. Where bots became truly weaponized, 
though, was in how they expanded the work of Russian sockpuppets 
prosecuting their “information war” from afar. In 2017, growing public 
and congressional pressure forced the social media firms to begin to re-
veal the Russian campaign that had unfolded on their platforms during 
the 2016 election. The numbers, once begrudgingly disclosed, were as-
tounding.

The bot accounts were putting the disinformation campaign on ste-
roids, allowing it to reach a scale impossible with just humans at work. 
Twitter’s analysis found that bots under the control of the Internet Re-
search Agency (that lovely building in St. Petersburg where our philoso-
phy major worked) generated 2.2 million “election-related tweets” in just 
the final three months of the election. In the final month and a half be-
fore the election, Twitter concluded that Russian-generated propaganda 
had been delivered to users 454.7 million times. (Though enormous, 
these company-provided numbers are likely low, as Twitter identified 
only accounts definitively proven to belong to the Internet Research 
Agency’s portion of the larger Russian network. The analysis also cov-
ered only a limited period of time, not the whole election, and especially 
not the crucial nomination process.) The same army of human sockpup-
pets, using automation tools to extend their reach, would also ripple out 
onto other sites, like Facebook and its subsidiary Instagram. Overall, 
Facebook’s internal analysis estimated that 126 million users saw Rus-
sian disinformation on its platform during the 2016 campaign.

The automated messaging was overwhelmingly pro-Trump. For ex-
ample, known Russian bots directly retweeted @realDonaldTrump 
469,537 times. But the botnet was most effective in amplifying false re-
ports planted by the fake voices of the Russian sockpuppets  —  and en-
suring that stories detrimental to Trump’s foes received greater viral-
ity. They were particularly consumed with making sure attention was 
paid to the release of hacked emails stolen from Democratic organiza-

144  LikeWar

Singer_LIKEWAR_F.indd   144 7/20/18   11:21 AM



tions. (The collective U.S. intelligence community and five different cy-
bersecurity companies would attribute the hack to the Russian govern-
ment.) Indeed, as Twitter’s data showed, when these emails were first 
made public, botnets contributed between 48 percent and 73 percent of 
the retweets that spread them.

After the news of Russia’s role in the hacks was revealed, these same 
accounts pivoted to the defensive. An army of Russian bots became an 
army of supposed Americans arguing against the idea that Russia was 
involved. A typical, and ironic, message blasted out by one botnet read, 
“The news media blames Russia for trying to influence this election. 
Only a fool would not believe that it’s the media behind this.”

As Samuel Woolley, a researcher at Oxford University who studied 
the phenomenon, has written, “The goal here is not to hack computa-
tional systems but to hack free speech and to hack public opinion.” The 
effects of this industrial-scale manipulation continue to ripple across 
the American political system. Its success has also spawned a legion 
of copycat efforts in elections from France to Mexico, where one study 
found over a quarter of the posts on Facebook and Twitter about the 
2018 Mexican election were created by bots and trolls.

And yet this may not be the most unsettling part. These artificial 
voices managed to steer not just the topics of conversation, but also the 
human language within it, even changing the bounds of what ideas were 
considered acceptable.

After the 2016 election, data scientists Jonathon Morgan and Kris 
Schaffer analyzed hundreds of thousands of messages spread across 
conservative Twitter accounts, Facebook pages, and the Breitbart com-
ments section, charting the frequency of the 500,000 most-used words. 
They cut out common words like “the” and “as,” in order to identify the 
top terms that were “novel” to each online community. The idea was to 
discover the particular language and culture of the three spaces. How 
did conservatives speak on Facebook, for instance, as compared with 
Twitter? They were shocked to find something sinister at work.

Originally, the three spaces were completely different. In January, 
February, and March 2016, for example, there was not much of a pattern 
to be found in the noise of online debate on Twitter as compared with 
Breitbart or Facebook. In the kind of homophily by then familiar, peo-
ple in the three spaces were often talking about the same things, since 
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they were all conservatives. But they did so with divergent language. 
Different words and sentence constructions were used at different fre-
quencies in different communities. This was expected, reflecting both 
how the particular platforms shaped what could be posted (Twitter’s al-
lowance of only 140 characters at the time versus Facebook’s lengthier 
space for full paragraphs) and the different kinds of people who gravi-
tated to each network.

But, as the researchers wrote, in April 2016 “the discussion in conser-
vative Twitter communities, the Trump campaign’s Facebook page, and 
Breitbart’s comment section suddenly and simultaneously changed.”

Within these communities, new patterns abruptly appeared, with re-
peated sentences and word choices. Swaths of repetitive language began 
to proliferate, as if penned by a single author or a group of authors work-
ing from a shared playbook. It wasn’t that all or even many of the users 
on Twitter, Facebook, and in the comments section of Breitbart during 
the run-up to the 2016 election were fake. Rather, the data showed that 
a coordinated group of voices had entered these communities, and that 
these voices could be sifted out from the noise by their repeated word 
use. As Morgan and Schaffer wrote, “Tens of thousands of bots and 
hundreds of human-operated, fake accounts acted in concert to push 
a pro-Trump, nativist agenda across all three platforms in the spring 
of 2016.” When the researchers explored what else these accounts were 
pushing beyond pro-Trump or anti-Clinton messaging, their origin be-
came clearer. The accounts that exhibited these repetitive language pat-
terns were four times as likely to mention Russia, always in a defensive 
or complimentary tone.

The analysis uncovered an even more disturbing pattern. April 2016 
also saw a discernible spike in anti-Semitic language across all three 
platforms. For example, the word “Jewish” began to be used not only 
more frequently but also in ways easily identifiable as epithets or con-
spiracy theories, such as being associated with words like “media.”

While the initial blast of repeated words and phrases had shown the 
use of a common script driven by machines from afar, the language soon 
spread like a virus. In a sense, it was a warped reflection of the “spiral of 
silence” effect seen in the previous chapter. The sockpuppets and bots 
had created the appearance of a popular consensus to which others be-
gan to adjust, altering what ideas were now viewed as acceptable to ex-
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press. The repeated words and phrases soon spread beyond the fake ac-
counts that had initially seeded them, becoming more frequent across 
the human users on each platform. The hateful fakes were mimicking 
real people, but then real people began to mimic the hateful fakes.

This discovery carries implications that transcend any particular 
case or country. The way the internet affects its human users makes it 
hard enough for them to distinguish truth from falsehood. Yet these 4 
billion flesh-and-blood netizens have now been joined by a vast number 
of digital beings, designed to distort and amplify, to confuse and dis-
tract. The attention economy may have been built by humans, but it is 
now ruled by algorithms  —  some with agendas all their own.

Today, the ideas that shape battles, votes, and even our views of real-
ity itself are propelled to prominence by this whirring combination of 
filter bubbles and homophily  —  an endless tide of misinformation and 
mysterious designs of bots. To master this system, one must understand 
how it works. But one must also understand why certain ideas take hold. 
The ensuing answers to these questions reveal the foundations of what 
may seem to be a bizarre new online world, but is actually an inescap-
able kind of war.
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6
Win the Net, Win the Day

The New Wars for Attention . . . and Power

Media weapons [can] actually be more potent than atomic 
bombs.

  —  Propaganda Handbook of the Isla mic State

“YOU CAN SIT AT HOME AND play Call of Duty or you can come here 
and respond to the real call of duty . . . the choice is yours.”

It would be an unusual slogan for any army, much less the fanatical 
forces of the Islamic State. But Junaid Hussain was an unusual recruiter. 
As a stocky Pakistani boy raised in Britain, he was what one would call 
a nerd. But in the underground world of hackers, he was cool. “He had 
hacker cred,” one of his old acquaintances recalled. “He had swagger. 
He had fangirls.” But Hussain was also reckless  —  and he got caught. In 
2012, at the age of 18, he was jailed for breaking into the emails of an as-
sistant to former British prime minister Tony Blair.

In prison, Hussain was transformed into a holy warrior. He became 
consumed with radical beliefs, and when his sentence was up, he fled 
to Syria, becoming an early volunteer for the jihadist group that would 
eventually become ISIS. He also took a new online handle, “Abu Hus-
sain al-Britani,” and posted a new profile picture of himself cradling an 
AK-47.

But the rifle was only a prop. The weapons that were far more valu-
able to ISIS were his good English, his swagger, and his easy familiarity 
with the internet. He helped organize the Islamic State’s nascent “Cy-
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ber Caliphate” hacking division, and he scoured Twitter for potential 
ISIS recruits.

Hussain’s online persona was infused with charm, pop culture, 
and righteous indignation. He persuaded hardened radicals and gull-
ible teenagers alike to travel to Syria. It was a striking contrast to how 
Al Qaeda, the predecessor of ISIS, had bolstered its ranks. The orig-
inal members of Al Qaeda had been personally known and vetted by 
bin Laden and his lieutenants. Indeed, the name “Al Qaeda,” translated 
as “the base,” had been taken from the name for the Afghan mountain 
camps where they’d all trained together. By contrast, some 30,000 re-
cruits, urged on by Junaid Hussain and his team of recruiters, would 
travel from around the world to join a group that they’d never met in 
person.

Hussain also reached out to people who pledged allegiance to the Is-
lamic State but never left home. He recruited at least nine ISIS converts 
in the United States who would later be killed or arrested there. From 
thousands of miles away, Hussain served as a bizarre mix of leader, re-
cruiter, and life coach. In one case, he directly organized a shooting at 
a Texas community center by two self-proclaimed “soldiers of the Ca-
liphate.” “The knives have been sharpened,” Hussain bragged on Twit-
ter scarcely an hour before the attack began. “Soon we will come to your 
streets with death and slaughter!”

Becoming, in effect, a super-spreader of the terror virus, Hussain 
achieved celebrity status. He even took a wife  —  a British punk rock mu-
sician in her early 40s, whom he met online. However, his growing fame 
also made him infamous in U.S. military circles. By 2015, the 21-year-
old Hussain had risen to become the third most important name on the 
Pentagon’s “kill list” of ISIS leaders, ranking only behind the group’s 
self-declared caliph and top battlefield commander.

Ironically, it was Hussain’s nonstop internet use that enabled his ex-
ecution. The hacker formerly known as “TriCk” was reportedly tricked 
into clicking a link that had been compromised by British intelligence. 
His web use allowed him to be geolocated and dispatched by a Hellfire 
missile fired by a drone. Working at an internet café late at night, Hus-
sain had thought it safe to leave his stepson  —  whom he frequently used 
as a human shield  —  at home.
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SEVENTH-CENTURY CYBER-REVOLUTIONARIES

In the case of Junaid Hussain can be seen the wider paradox of the Is-
lamic State. When ISIS first seized global attention with its 2014 inva-
sion of Mosul, many observers were flummoxed. The word of the day 
became “slick.” Indeed, terrorism analysts Jessica Stern and J. M. Berger 
found “slick” was used more than 5 million times online to describe the 
Islamic State’s well-doctored images and videos. How could a group of 
jihadists from a war-torn corner of the world be so adept at using all the 
tricks of modern viral marketing?

The answer was grounded in demography  —  and one made almost 
inevitable by social media’s wildfire spread. On the one hand, ISIS was a 
religious cult that subscribed to a medieval, apocalyptic interpretation 
of the Quran. It was led by a scholar with a PhD in Islamic theology, its 
units commanded by men who had been jihadists since the 1980s. But 
on the other hand, ISIS was largely composed of young millennials. Its 
tens of thousands of eager recruits, most drawn from Syria, Iraq, and 
Tunisia, had grown up with smartphones and Facebook. The result was 
a terrorist group with a seventh-century view of the world that, none-
theless, could only be understood as a creature of the new internet.

“Terrorism is theater,” declared RAND Corporation analyst Brian 
Jenkins in a 1974 report that became one of terrorism’s foundational 
studies. Command enough attention and it didn’t matter how weak or 
strong you were: you could bend populations to your will and cow the 
most powerful adversaries into submission. This simple principle has 
guided terrorists for millennia. Whether in ancient town squares, in co-
lonial wars, or via ISIS’s carefully edited beheadings, the goal has always 
been the same: to send a message.

If there was any great difference between the effectiveness of the Is-
lamic State and that of terror groups past, it wasn’t in the brains of ISIS 
fighters; it was in the medium they were using. Mobile internet access 
could be found even in the remote deserts of Syria; smartphones were 
available in any bazaar. Advanced video and image editing tools were 
just one illegal download away, and an entire generation was well ac-
quainted with their use. For those who weren’t, they could easily find 
free online classes offered by a group called Jihadi Design. It promised 
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to take ISIS supporters “from zero to professionalism” in just a few ses-
sions.

Distributing a global message, meanwhile, was as easy as pressing 
“send,” with the dispersal facilitated by a network of super-spreaders be-
yond any one state’s control. This was the most dramatic change from 
terrorism past. Aboud Al-Zomor was one of the founders of the Egyp-
tian Islamic Jihad terror group and a mastermind of the 1981 assassi-
nation of Egyptian president Anwar Sadat. Thirty years later, he won-
dered if  —  had social media had been around at the time  —  the entire 
plot might have been unnecessary. “With the old methods,” the aged 
killer explained, “it was difficult to gather so many people with so much 
force.” Back then, it took a dramatic, high-profile death to seize public 
attention. Now all you needed was YouTube.

Viral marketing thus became the Islamic State’s greatest weapon. 
A ghastly example could be seen in August 2014, when the American 
journalist James Foley was murdered on camera as he knelt in the Syr-
ian sand. The moment was carefully choreographed to maximize its 
distribution. Foley was clothed in an orange Guantanamo Bay–style 
jumpsuit, the symbolism clear to all. His black-clad killer spoke Eng-
lish, to ensure his message was understood beyond the Middle East. 
Unlike the videos of killings done by earlier groups like Al Qaeda, 
the clip was edited so that the image faded to black right as the knife 
was pulled across Foley’s throat. It ripped across the web, propelled by 
some 60,000 social media accounts that ISIS had carefully prepared in 
advance, and American public opinion about the wisdom of becoming 
involved in a third war in the Middle East in a single generation shifted 
almost overnight. In short order, the U.S. air campaign against ISIS 
intensified and crossed over into the conflict raging inside Syria. For 
ISIS, the clip stood among the cheapest, most effective declarations of 
war in history.

Following the video’s release, there was initial puzzlement as to why 
the brutal ISIS militants hadn’t made it even more gruesome. Why had 
the clip faded to black right as the execution began? Some news out-
lets unwittingly provided the answer when they linked to the full video. 
Others filled their stories with dramatic screengrabs of Foley’s final sec-
onds, each piece ricocheting onward with more “shares” and comments. 
The imagery was disturbing, but not too disturbing to post. Even as ter-
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rorism experts and Foley’s own family members urged social media us-
ers, “Don’t share it. That’s not how life should be,” images of Foley in his 
orange jumpsuit blanketed the web. One aspiring politician, running 
for a U.S. House seat in Arizona, even incorporated the clip into her 
own campaign ads. ISIS was using the same tactics as Russia’s informa-
tion warriors: Why shoulder all the hard work of spreading your mes-
sage when you could count on others to do it for you?

Whenever the attention of global audiences ebbed (as it did when 
ISIS began to run out of Western hostages), the self-declared caliphate 
turned to ever crueler displays  —  akin to how online celebrities con-
tinually raise the stakes by feeding their followers a diet of surprises. 
There were videos of prisoners executed by exploding collars or locked 
in burning cars. One set of prisoners was trapped in a cage and sub-
merged in a pool, their drowning captured by underwater cameras. The 
Islamic State also used social media to encourage audience engagement. 
“Suggest a Way to Kill the Jordanian Pilot Pig,” ISIS-linked accounts 
asked of supporters following their capture of a Jordanian fighter pilot. 
He was burned alive.

Like any savvy marketer (and Russian sockpuppets), ISIS sought to 
hijack trending hashtags and inject itself into unrelated stories. “This 
is our football, it’s made of skin #World Cup,” bragged one ISIS sup-
porter’s tweet, whose accompanying image was exactly what you’d ex-
pect. ISIS soon shouldered its way into trending topics as disparate as 
an earthquake in California (#napaearthquake), and a question-and-
answer session with a young YouTube star (#ASKRICKY).

But the Islamic State didn’t simply use the internet as a tool; it also 
lived there. In the words of Jared Cohen, director of Google’s internal 
think tank, ISIS was the “first terrorist group to hold both physical and 
digital territory.” This was where all the accumulated ISIS propaganda 
resided; where ISIS fighters and fans could mingle; the perch from 
which it could track and manipulate global opinion; and the locale from 
which the group could fight on even after it lost its physical turf.

By networking its propaganda, ISIS pushed out a staggering volume 
of online messaging. In 2016, terrorism analyst Charlie Winter counted 
nearly fifty different ISIS media hubs, each based in different regions 
with different target audiences, but all threaded through the internet. 
These hubs were able to generate over a thousand “official” ISIS re-
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leases, ranging from statements to online videos, in just a one-month 
period. Each then cascaded outward through tens of thousands of ISIS-
linked accounts on more than a dozen social media platforms. Such “of-
ficial” voices were then echoed and supplemented by the personal ac-
counts of thousands of ISIS fighters, who, in turn, were echoed by their 
tens of thousands of “fans” and “friends” online, both humans and bots.

The price of this online presence was real  —  and deadly. In Iraq, at 
least 30,000 civilians would be killed by the group; in Syria, the deaths 
were literally incalculable in the chaos of the civil war. Beyond the self-
declared caliphate, a new recruiting pool of lonely and disenchanted 
people (a third of whom lived with their parents) fell into the subter-
ranean world of ISIS propaganda, steered toward murdering their 
own countrymen. Some did so with the help of ISIS taskmasters (“re-
mote-control” attacks), while others did so entirely on their own (“lone 
wolves”). In the United States, 29-year-old Omar Mateen called 911 to 
pledge his allegiance to ISIS in the midst of slaughtering forty-nine peo-
ple in an Orlando nightclub. As he waited to kill himself, he periodically 
checked his phone to see if his attack had gone viral.

In the West, ISIS’s mix of eye-catching propaganda and calculated at-
tacks was designed with the target’s media environment in mind. Each 
new attack garnered unstinting attention, particularly from partisan 
outlets like Breitbart, which thrived on reporting all the most lurid de-
tails of ISIS claims, thus stoking outrage and raking in subsequent ad-
vertising dollars. Similarly, the militants’ insistence that their actions 
were in accordance with Islamic scripture  —  a stance opposed by vir-
tually every actual scholar of Islam  —  was parroted by this same sub-
section of far-right media and politicians, who saw it as a way to bolster 
their own nationalistic, anti-Islamic platforms.

ISIS militants had internalized another important lesson of the social 
media age: reality is no match for perception. As long as most observers 
believed that ISIS was winning, it was winning. On the battlefields of 
Libya and Iraq, it concealed its losses and greatly exaggerated its gains. 
Far from the battlefields of the Middle East, it could take credit for kill-
ings that it had nothing to do with  —  such as the 2017 Las Vegas shoot-
ings in the United States and a mass murder in the Philippines  —  simply 
by issuing a claim after the fact.

Soon ISIS had so penetrated the popular imagination that any seem-
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ingly random act of violence across Europe or the United States brought 
the group immediately to mind. Daniel Benjamin, a former U.S. coun-
terterrorism official, noted that mental health had ceased to factor into 
discussions of Muslims who committed violent crimes. “If there is a 
mass killing and there is a Muslim involved,” he concluded, “all of a sud-
den it is, by definition, terrorism.”

By successfully translating its seventh-century ideology into social 
media feeds, ISIS proved its finesse in what its supporters described as 
the “information jihad,” a battle for hearts and minds as critical as any 
waged over territory. It did so through a clear, consistent message and a 
global network of recruiters. It also did so through a steady rain of what 
it called media “projectiles,” online content intended to “shatter the mo-
rale of the enemy” (or sometimes simply to anger its critics). In the pro-
cess, ISIS did more than establish a physical state; it also built an unas-
sailable brand. “They have managed to make terrorism sexy,” declared 
a corporate branding expert, who likened ISIS to a modern-day Don 
Draper, the Kennedy-era adman of the TV series Mad Men.

ISIS’s legacy will live on long after the group has lost all its physical 
territory, because it was one of the first conflict actors to fuse warfare 
with the foundations of attention in the social media age. It mastered 
the key elements of narrative, emotion, authenticity, community, and inun-
dation, each of which we’ll explore in turn. Importantly, none of these 
elements are unique to terrorism or the Middle East. Indeed, anyone  —  
digital marketers, conspiracy theorists, internet celebrities, politicians, 
and national militaries  —  can employ them.

Whatever or wherever the conflict, these are the weapons that win 
LikeWar.

NARRATIVE: SPIN A TALE

Spencer Pratt is Southern California personified: blond-haired and 
blue-eyed, a bro who speaks in bromides. But beneath his surfer-dude 
appearance, Spencer is also a keen student of people: how they act, how 
they think, and how to keep their attention. “I always wanted to work 
for the CIA growing up,” he explained. “I’d be a CIA operative in Hol-
lywood that made movies to manipulate the masses.
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“But then,” he added with a laugh, “I became a reality star.”
By his freshman year at USC, he’d figured out how to make $50,000 

for a photo he’d taken of Mary-Kate Olsen. But what fascinated him 
back then in the early 2000s was the bizarre, emerging landscape of re-
ality television. “I saw The Osbournes on MTV,” Spencer recalls. “I saw 
that they were getting 60 million viewers to watch  —  with due respect 
to Ozzy  —  a British guy mumbling and his wife yelling, cleaning up dog 
poop. I was like, ‘This is what reality television is? I could make one of 
these shows.’ ”

And so he did. Pratt became the creator and producer of The Princes 
of Malibu, an early reality show on Fox that followed two rich broth-
ers who were notable only because of their celebrity father, Bruce (now 
Caitlyn) Jenner. The show fizzled after a few episodes, but not be-
fore unleashing the brothers’ stepfamily, the Kardashians, upon the  
world.

As he faced the prospect of going back to college, Pratt had a better 
idea. He was telegenic, charming, and shameless. Why not try to be in 
one of those shows instead?

The year was 2006, and MTV was in the midst of launching another 
reality-television saga, The Hills, about four young women trying to 
make it big in Beverly Hills. So Pratt sought out the venues where The 
Hills was filming. At a nightclub called Privilege, the intrepid hustler 
sat himself in a booth, surrounded by Playboy Playmates. This tableau 
caught the eye of Heidi Montag, The Hills blonde costar; she stole him 
away from the Playmates for a dance. They hit it off, and Spencer Pratt 
and Heidi Montag soon became “Speidi.”

Pratt had gotten on TV, but now he had to figure out how to stay 
there. So he gave the supposed reality show what it had lacked: a villain. 
In short order, The Hills’ story line shifted to a seemingly psychopathic 
boyfriend and a woman who kept coming back to him. Each episode 
brought new shocks and new lows. He flirted with other women in front 
of Montag and gleefully scorned her family. He stoked rumors about a 
costar and a supposed sex tape, which was roundly condemned by the 
entertainment press, but which generated a season’s worth of fireworks 
as friendships exploded.

Of course, the vast majority of it was fake, as most of the “reality” 
show was staged. Still, it worked and ratings soared. But to gain further 
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fame and fortune, Spencer realized he needed to do something more. “I 
got into manipulating the media,” he told us.

Between seasons, the couple worked to stay in the news by releas-
ing a steady stream of scandalous photographs and shocking interview 
quotes. “What took us to the next level was working with the paparazzi,” 
Pratt recalled. At a time when most celebrities eschewed the paparazzi, 
the Hills villains embraced them. “I just figured that we could come up 
with these stories, and work with the magazines, and give them that 
juicy, gossipy stuff that they usually have to make up,” Pratt explained. 
“Why not help make it up with them . . . and get paid for it?”

By learning how to give the media and audiences what they wanted, 
Speidi soon ranked among reality television’s highest-paid and most vis-
ible stars. They were also the most despised. Pratt was twice nominated 
as the Teen Choice Awards’ “Best Villain,” an award typically reserved 
for fictional characters (among his competitors was Superman nemesis 
Lex Luthor). This was the price of fame: people couldn’t look away, but 
they also hated him for it. Sounding a little remorseful, Pratt described 
filming a fake pregnancy scare with Montag that ended (on camera) 
with him stomping on the gas after throwing her out of the car. “We 
shot that scene like twelve times,” he said. “I didn’t think anything of it. I 
should have, because every woman on the planet was like, ‘Oh my God, 
he’s the worst person on the earth!’ Really, my wife and I just drove away 
and went to dinner. But the audience sees this guy leaving his girl on the 
side of the street in tears.”

Pratt and Montag had constructed a story line  —  a remorseless, psy-
chopathic man and a manipulated, unhappy woman  —  that clung to 
them long after The Hills had ended. They had captivated millions of 
people and grown famous in the process. But they had also created a 
kind of cultural gravity they couldn’t escape. As he explained, “I was 
getting paid so much money to be just an awful asshole. You start doing 
your interviews like that, and next thing is, you’ve got to stay in charac-
ter. You’re getting paid so much money to not care, it’s like, ‘Whatever.’ 
But then you forget, like, ‘Wait. No. Middle America doesn’t get this is 
all fake.’ ”

In other words, they’d built a “narrative.” Narratives are the building 
blocks that explain both how humans see the world and how they exist 
in large groups. They provide the lens through which we perceive our-
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selves, others, and the environment around us. They are the stories that 
bind the small to the large, connecting personal experience to some big-
ger notion of how the world works. The stronger a narrative is, the more 
likely it is to be retained and remembered.

The power of a narrative depends on a confluence of factors, but the 
most important is consistency  —  the way that one event links logically 
to the next. Speidi wasn’t merely insufferable once or twice; they were 
reliably insufferable, assembling a years-long narrative that kept view-
ers furious and engaged. As narratives generate attention and interest, 
they necessarily abandon some of their complexity. The story of Spen-
cer Pratt, the vain villain, was simpler  —  and more engaging  —  than the 
story of the conflicted self-promoter who pretended to leave his girl-
friend on the curb in order to pump the ratings.

Human minds are wired to seek and create narrative. Every moment 
of the day, our brains are analyzing new events  —  a kind word from 
our boss, a horrible tweet from a faraway war  —  and binding them into 
thousands of different narratives already stowed in our memories. This 
process is subconscious and unavoidable. In a pioneering 1944 study, 
psychologists Fritz Heider and Marianne Simmel produced a short film 
that showed three geometric figures (two triangles and a circle) bounc-
ing off each other at random. They screened the film to a group of test 
subjects, asking them to interpret the shapes’ actions. All but one of 
the subjects described these abstract objects as living beings; most saw 
them as representations of humans. In the shapes’ random movements, 
they expressed motives, emotions, and complex personal histories. The 
circle was “worried,” one triangle was “innocent,” and the other was 
“blinded by rage.” Even in crude animation, most observers saw a story 
of high drama, while the one who didn’t was an oddity.

By simplifying complex realities, good narratives can slot into other 
people’s preexisting comprehension. If a dozen bad things happen to 
you on your way to work, you simply say you’re having a “bad day,” and 
most people will understand intuitively what you mean. The most effec-
tive narratives can thus be shared among entire communities, peoples, 
or nations, because they tap into our most elemental notions.

Following World War II, for instance, some U.S. statesmen advocated 
the massive aid package known as the Marshall Plan because of its “psy-
chological political by-products.” They saw that the true value of the 
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$13 billion program was the narrative it would build about the United 
States as a nation that was both wealthy and generous. This single story 
line was valuable in multiple ways. It not only countered Soviet narra-
tives about whose economic system was best, but it also cast America 
as a great benefactor, which linked the U.S.-European relationship to 
other narrative themes of charity, gratitude, and debt. In the slightly less 
grand case of Speidi and The Hills, Spencer was no less strategic in us-
ing his villainy. By playing a familiar role, he created outrage against the 
couple that was shared almost universally, but that gave him a path to 
fame and fortune.

Today, Spencer and Heidi are a little wiser, older, and poorer. Pio-
neers in the world of self-made celebrity, they’ve watched the develop-
ment of modern social media with fascination. They described to us 
how much the game has changed in just a few years. Montag marveled 
that, in a world of smartphones, “everyone’s an editor,” tweaking each 
word and image until it conforms to an idealized sense of self. “Now ev-
eryone is a reality star,” Pratt added. “And they’re all as fake as we were.”

The challenge now is thus more how to build an effective narrative 
in a world of billions of wannabe celebrities. The first rule is simplicity. 
In 2000, the average attention span of an internet user was measured at 
twelve seconds. By 2015, it had shrunk to eight seconds  —  slightly less 
than the average attention span of a goldfish. An effective digital narra-
tive, therefore, is one that can be absorbed almost instantly.

This is where the simple, direct hip-hop vernacular of Junaid Hussain 
proved so effective in reaching out to millennial youth, compared with 
the book-length treatises of earlier jihadist recruiters. Donald Trump 
also capitalized on the premium that social media places on simplic-
ity. During the 2016 election, Carnegie Mellon University researchers 
studied and ranked the complexity of the candidates’ language (giving 
it what is known as a Flesch-Kincaid score). They found that Trump’s 
vocabulary measured at the lowest level of all the candidates, compre-
hensible to someone with a fifth-grade education.

This phenomenon might seem unprecedented, but it is consistent 
with a larger historic pattern. Starting with George Washington’s first 
inaugural address, which measured as one of the most complex overall, 
American presidents communicated at a college level only when news-
papers dominated mass communication. But each time a new technol-
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ogy took hold, the complexity score dipped. It started with the advent 
of radio in the 1920s, and again with the entry of television in the 1950s, 
and now once more with social media. To put it another way: the more 
accessible the technology, the simpler a winning voice becomes. It may 
be Sad! But it is True!

This explains why so many modern narratives exist at least partially 
in images. Pictures are not just worth the proverbial thousand words; 
they deliver the point quickly. Consider one popular photograph, of a 
shark swimming down a flooded street, supposedly taken from a car 
window. For years, the (fake) picture has popped up during every major 
hurricane, captivating social media users and infuriating the biologists 
who keep having to debunk it. Yet, its longevity makes a lot of sense. For 
people inundated with news about the latest storm’s severity and “rec- 
ord-breaking” rainfall, the image  —  a shark swimming where it clearly 
doesn’t belong  —  instantly tells a story with scary consequences. It is 
fast, evocative, and (most important) easily shared. It is also influential, 
helping inspire the Sharknado franchise.

The second rule of narrative is resonance. Nearly all effective narra-
tives conform to what social scientists call “frames,” products of par-
ticular language and culture that feel instantly and deeply familiar. In 
the American experience, think of plotlines like “rebel without a cause” 
or “small-town kid trying to make it in the big city.” Some frames are 
so common and enduring that they might well be hardwired into our 
brains. In his book The Hero with a Thousand Faces, mythologist Joseph 
Campbell famously argued that one frame in particular  —  “the Hero’s 
Journey”  —  has existed in the myths of cultures around the globe. Quite 
often, these frames can merge with the real-life narratives our brains 
construct to explain ourselves and the world around us. A resonant nar-
rative is one that fits neatly into our preexisting story lines by allowing 
us to see ourselves clearly in solidarity with  —  or opposition to  —  its ac-
tors. Social media can prove irresistible in this process by allowing us to 
join in the narrative, with the world watching.

Spencer and Heidi achieved resonance by being what every hero or 
heroine needs  —  a villainous foe  —  which they played to caricature. 
Among its opponents, ISIS achieved resonance by being similarly car-
toonishly evil. Among its supporters, it achieved resonance by prom-
ising the mystery, adventure, or lofty purpose they’d been hoping for 
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their entire lives. Even for members of Congress, there is a powerful cor-
relation between their level of online celebrity and a narrative of ideo-
logical extremism. According to a study by the Pew Research Center, 
the more unyieldingly hyperpartisan a member of Congress is  —  best 
fitting our concept of the characters in a partisan play  —  the more Twit-
ter followers he or she draws.

This also explains why conspiracy theories have found new life on 
the internet. It’s innately human to want to feel as if you’re at the center 
of a sweeping plotline in which you are simultaneously the aggrieved 
victim (such as of the vast global cabal that oversees the “deep state”) 
and the unlikely hero, who will bring the whole thing crashing down by 
bravely speaking the truth. The more an article claims that it contains 
information that governments or doctors “don’t want us to know,” the 
more likely we are to click on it.

The third and final rule of narrative is novelty. Just as narrative frames 
help build resonance, they also serve to make things predictable. Too 
much predictability, though, can be boring, especially in an age of mi-
croscopic attention spans and unlimited entertainment. The most effec-
tive storytellers tweak, subvert, or “break” a frame, playing with an au-
dience’s expectations to command new levels of attention. At the speed 
of the internet, novelty doesn’t have time to be subtle. Content that can 
be readily perceived as quirky or contradictory will gain a dispropor-
tionate amount of attention. A single image of an ISIS fighter posing 
with a jar of Nutella, for instance, was enough to launch dozens of copy-
cat news articles.

These three traits  —  simplicity, resonance, and novelty  —  determine 
which narratives stick and which fall flat. It’s no coincidence that ev-
eryone from far-right political leaders to women’s rights activists to the 
Kardashian clan speaks constantly of “controlling the narrative.” To 
control the narrative is to dictate to an audience who the heroes and vil-
lains are; what is right and what is wrong; what’s real and what’s not. As 
jihadist Omar Hammami, a leader of the Somali-based terror group Al-
Shabaab, put it, “The war of narratives has become even more impor-
tant than the war of navies, napalm, and knives.”

The big losers in this narrative battle are those people or institutions 
that are too big, too slow, or too hesitant to weave such stories. These 
are not the kinds of battles that a plodding, uninventive bureaucracy 
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can win. As a U.S. Army officer lamented to us about what happens 
when the military deploys to fight this generation’s web-enabled insur-
gents and terrorists, “Today we go in with the assumption that we’ll lose 
the battle of the narrative.”

And yet, as we’ll see, narrative isn’t the only factor that drives viral-
ity, nor are narratives forever fixed in place. Speidi may have been boxed 
in by their self-created villainy, but they’re now writing a new story line. 
They’ve rebranded themselves as wizened experts on fame, melded 
with one of the oldest narratives of all: loving parents. Soon after we 
spoke with them, the couple proudly announced Montag’s pregnancy  
—  for real this time.

But they’ve not forgotten their old lessons. They chose their new 
son’s name (Gunner Stone) based, in part, on which social media han-
dles were available at the time.

EMOTION: PULL THE HEARTSTRINGS,  
FEED THE FURY

“When we do not know, or when we do not know enough, we tend al-
ways to substitute emotions for thoughts.”

The writer T. S. Eliot was despairing over the death of literary criti-
cism thanks to the nineteenth century’s “vast accumulations of knowl-
edge.” Yet his words are even more applicable in the twenty-first cen-
tury. What captures the most attention on social media isn’t content 
that makes a profound argument or expands viewers’ intellectual hori-
zons. Instead, it is content that stirs emotions. Amusement, shock, and 
outrage determine how quickly and how far a given piece of information 
will spread through a social network. Or, in simpler terms, content that 
can be labeled “LOL,” “OMG,” or “WTF.”

These are the sorts of feelings that create arousal, not the sexual kind 
(at least not usually), but the kind in which the heart beats faster and the 
body surges with fresh energy. Arousal can be positive or negative. A 
baby dancing, a politician standing up for what she believes in, the story 
of a disabled man being robbed and beaten, and an awful flight delay are 
things that people will likely consume and forward to others in their 
network. A decade’s worth of psychology and marketing studies, con-
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ducted across hundreds of thousands of social media users, have arrived 
at the same simple conclusion: the stronger the emotions involved, the 
likelier something is to go viral.

But the findings go further. In 2013, Chinese data scientists con-
ducted an exhaustive study of conversations on the social media plat-
form Weibo. Analyzing 70 million messages spread across 200,000 us-
ers, they discovered that anger was the emotion that traveled fastest and 
farthest through the social network  —  and the competition wasn’t even 
close. “Anger is more influential than other emotions like joy,” the re-
searchers bluntly concluded. Because social media users were linked to 
so many others who thought and felt as they did, a single instance of 
outrage could tear through an online community like wildfire. “The an-
gry mood delivered through social ties could boost the spread of the 
corresponding news and speed up the formation of public opinion and 
collective behavior,” the researchers wrote. People who hadn’t been an-
gry before, seeing so much anger around them, feel inclined to ramp up 
their language and join in the fury.

A year later, an even larger and more insidious study confirmed the 
power of anger. Partnering with Facebook, data scientists manipulated 
the newsfeeds of nearly 700,000 users over the course of a week, without 
the knowledge of the “participants.” For some, the researchers increased 
the number of positive stories to which they were exposed. For others, 
they increased the number of negative stories. In each case, Facebook 
users altered their own behavior to match their new apparent reality, be-
coming cheerier or angrier in the process. But the effect was most pro-
nounced among those whose newsfeeds had turned negative. The sci-
entists dubbed this an “emotional contagion,” the spread of emotions 
through social networks that resembled nothing so much as the trans-
mission of a virus. “Emotional contagion occurs without direct interac-
tion between people,” the scientists concluded, “and in the complete ab-
sence of nonverbal cues.” Just seeing repeated messages of joy or outrage 
was enough to make people feel those emotions themselves.

Anger remains the most potent emotion, in part because it is the most 
interactive. As social media users find ways to express (or exploit) an-
ger, they generate new pieces of content that are propelled through the 
same system, setting off additional cascades of fury. When an issue has 
two sides  —  as it almost always does  —  it can resemble a perpetual-mo-
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tion machine of outrage. The graphic online propaganda of ISIS, for in-
stance, served a dual purpose. Not only did it elicit waves of shock and 
outrage in the West; it also drove a violent anti-Islamic backlash, which 
ISIS could use to fuel renewed anger and resolve among its own recruits.

Anger is not necessarily bad. After all, nearly every political move-
ment that has risen to prominence in the social media age has done so 
by harnessing the power of outrage. Sometimes, activists fight for better 
government policy, using a single, viral moment as their rallying cry: a 
deadly 2011 train derailment in Zhejiang, China; a massive 2017 apart-
ment building fire in London; or a 2018 school shooting in Parkland, 
Florida. Other times, the cause is social or racial justice. In 2013, Ali-
cia Garza posted a passionate message about police shootings of Afri-
can Americans on her Facebook page. She closed it with a simple note: 
“Black people. I love you. I love us. Our lives matter.” A friend then re-
posted the resonant message on his page, adding the hashtag #Black-
LivesMatter. It quickly went viral, fueling a new type of civil rights 
movement that united 1960s activism with twenty-first-century media 
platforms. In a matter of days, #BlackLivesMatter would evolve from a 
mere hashtag to nationwide protests, online organizing, and success-
fully lobbying for scores of local- and state-level police reforms.

But the bigger picture is grim. If attention is the thing that matters 
most online  —  and as we saw in the last chapter, it is  —  brazen self-pro-
moters will go to any lengths to achieve it. Because anger is so effective 
at building and sustaining an audience, those who seek viral fame and 
power have every reason to court controversy and adopt the most ex-
treme positions possible, gaining rewards by provoking fury in others. 
“Anger leads to hate; hate leads to suffering,” observed the wise Master 
Yoda. And that suffering leads to the Dark Side: what is better known on 
the internet as trolling.

Although the word “troll” conjures images of beasts lurking under 
bridges and dates back to Scandinavian folklore, its modern internet 
use actually has its roots in the Vietnam War. American F-4 Phantom 
fighter jets would linger near North Vietnamese strongholds, taunting 
them. If eager, inexperienced enemy pilots took the bait and moved to 
attack, the Americans’ superior engines would suddenly roar into ac-
tion, and the aces would turn to shoot down their foes. American pilots 
called this deception “trolling for MiGs.”
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Early online discussion boards copied both the term and the tech-
nique. “Trolling for newbies” became a sport in which experienced us-
ers would post shamelessly provocative questions designed to spark the 
ire of new (and unwitting) users. The newbies would then waste time 
trying to argue a point that was simply designed to make them argue. 
An article from a digital magazine of the time succinctly described the 
appeal of trolling: “If you don’t fall for the joke, you get to be in on it.”

While early trolling was characterized by wink-and-nudge humor, as 
more and more people (and real-life problems) penetrated digital sanc-
tuaries, the good-natured joking part soon died. Today, we know trolls 
as those internet users who post messages that are less about sharing in-
formation than spreading anger. Their specific goal is to provoke a furi-
ous response. The substance of their messages varies so widely as to be 
essentially irrelevant. Trolls do everything from slinging incendiary lies 
about political foes to posing as cancer patients. The only consistency 
is their use of emotional manipulation. Indeed, the words that best cap-
ture this trolling ethos were, appropriately enough, laid down in 1946 
by the French philosopher Jean-Paul Sartre in describing the tactics of 
anti-Semites:

They know that their remarks are frivolous, open to challenge. But 
they are amusing themselves, for it is their adversary who is obliged 
to use words responsibly, since he believes in words . . . They delight 
in acting in bad faith, since they seek not to persuade by sound argu-
ment but to intimidate and disconcert.

The modern version is perhaps best expressed by one of the internet’s 
better-known trolls, “Ironghazi,” who explained, “The key to being a 
good troll is being just stupid enough to be believable, keeping in mind 
that the ultimate goal is making people mad online.”

In many ways, the Russian sockpuppets masquerading as American 
voters and venting fog into the geopolitical system in 2016 were trolls  —  
just paid ones. Most trolling behavior, however, bears little resemblance 
to that of trained, professional provocateurs. Although a small number 
of trolls are pathological (exhibiting actual psychopathy and sadism), 
the vast majority are everyday people giving in to their rage. In a report 
titled “Anyone Can Become a Troll,” a team of researchers found that 
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mounting anger turns users toward trolling behavior. And just like con-
spiracy theories, the more the anger spreads, the more internet users are 
made susceptible to it.

After people have trolled once, they’re twice as likely to engage in 
trolling behavior than those who’ve never done it. And as non-trolls en-
gage with trolls, many embrace trolling tactics themselves. “Such be-
havior can . . . spread from person to person in discussions and persist 
across them to spread further in the community,” the team wrote. “Our 
findings suggest that trolling . . . can be contagious, and that ordinary 
people, given the right conditions, can act like trolls.”

There’s no doubt that trolling makes the internet a worse place. Troll-
ing targets livelihoods and ruins lives. It silences voices and drives peo-
ple into hiding, reserving special cruelty for women and racial minor-
ities. Even those who escape the trolls’ ire must still contend with a 
digital environment that amplifies outrage and effectively mutes every-
thing else. The power of trolls  —  which really represents the power of 
anger  —  transforms the internet into a caustic, toxic swamp.

But the worst online trolling doesn’t necessarily stay online. Think 
back to the online battles of American street gangs  —  their “cybertag-
ging” and “Facebook drilling”  —  or the deliberate antagonism of peo-
ple from one government or ethnic group against another. These angry 
flame wars are trolling by another name, intended to grab attention and 
stir outrage. Such trolling too often ends in real-life violence and trag-
edy. Or it can yield political power.

Whether the case is swaggering street-fighters or the everyday people 
who revel in harassing someone after a tweet falls flat, anger is the force 
that binds them together. Anger is exciting. Anger is addictive. Indeed, 
in a digital environment suffused with liars and fakes, anger feels raw 
and real in a way that so many other things never do. This authenticity 
carries an additional power of its own.

AUTHENTICITY: THE POWER OF BEING REAL

Taylor Swift’s Instagram comments fell with the power of precision air 
strikes.

“You have the prettiest, wildest, most child like eyes,” the superstar 
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wrote to a young fan dealing with boy troubles. “Feel good about be-
ing the kind of person who loves selflessly. I think someday you’ll find 
someone who loves you in that exact way.”

And to another, a 16-year-old fan who’d just gotten her driver’s li-
cense: “YES! You passed!!!!!!!! So stoked for you. ‘Don’t text and drive’ 
is an obvious piece of advice but people usually forget to tell you 1) don’t 
eat and drive 2) don’t apply mascara and drive 3) never let a small animal 
such as a cat roam free in your car. I’m not saying any of this from per-
sonal experience. I repeat. None of that happened to me.”

Comments like these felt real because they were real. It really was 
Taylor Swift scrolling through her Instagram feed, learning about the 
lives of her fans, and tapping out thoughtful comments. She even coined 
her own hashtag to describe this practice: #Taylurking.

It also was a strategy designed around Swift’s intuitive grasp of how 
social media had changed the cultural landscape. Reflecting on her first 
record-label meetings, Swift explained how she’d wowed the stodgy 
music executives by “explaining to them that I had been communicat-
ing directly with my fans on this new site called Myspace.” She added, 
“In the future, artists will get record deals because they have fans  —  not 
the other way around.”

By recognizing this change, Swift transformed from a young millen-
nial with a smartphone and a great voice into the ruler of a billion-dollar 
music empire, empowered by millions of “Swifties,” her army of fervent 
online fans (a name she strategically copyrighted). She sold 40 million 
albums, shattered digital streaming records, and, at 26 years old, was 
named the youngest of Forbes magazine’s wealthiest self-made women.

Was her virtual authenticity all an act? It was certainly true that 
Swift penned her Instagram missives with the knowledge that anyone 
could read them. All those “candid” shots of her celebrity-stuffed par-
ties weren’t very candid at all. And whenever Swift fell into a feud that 
stirred anger online, it was cleverly folded into the marketing for her 
next album. “Asking whether or not Taylor Swift is genuine is like ask-
ing if Kylie Jenner’s had plastic surgery, or if Calvin Harris is a real mu-
sician,” mused entertainment reporter Amy Zimmerman. “There’s no 
simple answer out there  —  just a whole lot of conflicting opinions.”

Yet Swift’s online success also showed that question didn’t matter. 
“Authenticity” was becoming as dual in meaning as “fact” or “reality.” It 
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really was her dour white cat featured on her Instagram account; it re-
ally was her dropping in on a World War II veteran (and Swift superfan) 
for an impromptu concert or sending out random Christmas gifts with 
sweet, handwritten notes. But it was also true that each of these actions 
fed and expanded her juggernaut brand. Swift had married her fame to a 
sense of intimacy and openness, to a cascade of endless surprises. As she 
explained, “I think forming a bond with fans in the future will come in 
the form of constantly providing them with the element of surprise. No, 
I did not say ‘shock’; I said ‘surprise.’ I believe couples can stay in love 
for decades if they just continue to surprise each other, so why can’t this 
love affair exist between an artist and their fans?”

Swift hadn’t built a fake life; she’d built a performative one. She could 
approach her fans on their level, and fit the perception of her life into 
theirs, by uploading a post that spotlighted what made her most relat-
able: fun with friends, thoughts on the nature of love, and lots of cat pic-
tures. In so doing, Swift harnessed the power of online authenticity and 
cemented her fame. She also cleared a path toward viral success that 
today’s enterprising marketers  —  celebrities, corporations, politicians, 
livestreamers, and terrorists  —  all seek to follow.

Achieving a sense of authenticity has become an important mile-
stone for any online operation. In bland corporate jargon, this is called 
“brand engagement”  —  extending an organization’s reach by building 
a facsimile of a relationship between an impersonal brand and its fol-
lowers. The Islamic State, for instance, expanded its influence not just 
through propagandists like Junaid Hussain, but through a general sense 
of authenticity  —  a feeling that the terrorist group was somehow more 
“real” than its rival militant organizations. ISIS fighters proved this by 
living their lives online, posting images not just of their battles but also 
of their birthday parties and (naturally) their cats. Like Taylor Swift’s 
clever marketing, ISIS’s professionally choreographed videos were 
complemented by chaotic, seemingly candid footage  —  albeit taken 
from Syrian battlefields instead of celebrity-studded Fourth of July par-
ties. And like Swift’s strategy, this mix of carefully curated media pro-
motion and surprisingly roughshod moments eventually merged, be-
coming part of the same identity.

These qualities lay at the heart of ISIS’s success in online recruiting. 
Its fighters would talk up the glory of the caliphate but also muse about 
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their sadness over the death of the actor Robin Williams and their child-
hood love of his character in the movie Jumanji. This authenticity won 
and inspired followers in a way that government press releases could 
not. Plenty of radicalized Westerners, pulled back from the brink of re-
cruitment, described online relationships that unspooled over weeks 
or months. In time, the jihadists living on the other side of the world 
seemed less like recruiters than friends.

Where this internet-age authenticity has proven most crucial, how-
ever, is in electoral politics. Since their very invention in ancient Greece, 
democracies have been guided by a special class of people discussed in 
Aristotle’s Politika: politicians, people who seek to rise above their fel-
low citizens and to lead them. But this created an enduring paradox of 
democracy. To gain power over their peers, politicians have often had to 
make themselves seem like their peers. In the United States especially  
—  a nation whose aversion to a noble class is written into its Constitu-
tion  —  the politician who seems most down-to-earth has long carried 
the day.

The irony, of course, is that most people who run for political office 
aren’t very relatable at all. They’re quite often rich, elitist, and sheltered 
from voters’ daily problems. As a result, American politics has long been 
a tug-of-war over who seems most authentic. In the nineteenth century, 
even the wealthiest candidates published newspaper biographies that 
played up their humble farmer’s roots. The twentieth century saw the 
birth of “photo ops”  —  first painfully staged photographs, then even 
more painfully staged televised campaign stops, taking place in a seem-
ingly limitless number of Iowa diners.

With the rise of social media, however, the fight to be real turned to 
what it meant to be real online. When Trump first stormed into the 2016 
U.S. presidential race, few political analysts took his run seriously. He 
broke all the cardinal rules of American politics: he didn’t try to be an 
“everyman”; he bragged about being rich; he violated every social taboo 
he could find; he made outlandish statements; and he never, ever apolo-
gized. As “expert” analysts shook their heads in disgust, however, mil-
lions of American voters perked up and paid attention. This was a poli-
tician who was well and truly authentic.

At the heart of Trump’s authenticity was his Twitter account. Clearly 
his own creature, it was unpredictable and hyperbolic and full of id. 
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Even Trump’s most ardent critics found something captivating about 
a presidential candidate staying up late into the night, tapping out 
stream-of-consciousness tweets in his bedclothes. “It’s a reason why 
Trump’s Twitter feed is so effective,” observed reporter Maggie Haber-
man. “People feel like he’s talking to them.” This was in stark contrast 
to his opponent Hillary Clinton, whose tweets were sometimes crafted 
by a team of eleven staffers. And it was a platform Trump came to love. 
“My use of social media is not Presidential,” he tweeted in response to 
negative headlines about his continuing Twitter obsession, “it’s mod-
er n day pr esidential.”

It was both a real sentiment and a planned-out strategy that Taylor 
Swift and Junaid Hussain alike would have immediately recognized.

COMMUNITY: THE POWER OF OTHERS

Internet-age authenticity doesn’t just empower an idea or person. It also 
draws us into contact with others who think and act as we do.

“In the end, what people want is to be united in something bigger 
than them . . . a sense of belonging,” explained a 43-year-old Canadian 
postal worker when asked why he’d joined a close-knit, 50,000-person 
Facebook group called La Meute. After all, Facebook’s very mission 
statement is to “bring the world closer together.” 

But this meeting of the minds illustrated a larger problem: La Meute 
(The Pack) was an ultra-right-wing extremist group based in Canada 
and dedicated to fighting Islam and immigrants via paramilitary tac-
tics and hate speech. It was exactly the sort of “interactive community” 
once prophesied by Licklider and Taylor back in 1968  —  except that it 
was one bonded by hate.

The term “community” connotes a group with shared interests and 
identities that, importantly, make them distinct from the wider world. 
In the past, a community resided in a specific location. Now it can be 
created online, including (and perhaps especially) among those who 
find a common sense of fellowship in the worst kinds of shared identi-
ties that exclude others.

As it has with so many other movements, social media has revolu-
tionized white nationalist, white supremacist, and neo-Nazi groups, 
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spiking their membership and allowing their views to move back into 
mainstream discourse. In the United States, the number of Twitter fol-
lowers of such groups ballooned 600 percent between 2012 and 2016, 
and the Southern Poverty Law Center now tracks some 1,600 far-right 
extremist groups. Through the web, these groups can link up globally, 
American neo-Nazis connecting with Hungarian anti-Semites and 
British fascists.

As these extremists have banded together, they have carved out on-
line spaces where they are encouraged and empowered to “be them-
selves.” They have found warmth and joy in each other’s company, even 
as they advocate for the forced deportation of those whose skin color or 
religion is different from their own. Beyond hatred of immigrants and 
Muslims, they have few consistent positions. But hate is enough to draw 
these communities together and propel some of their members toward 
lethal violence. In the United States alone, from 2014 to the end of 2017 
fifty people were killed and another eighty-two injured by young white 
men fueled by alt-right ideology and white nationalist social media.

Ironically, in their aggressive recruiting, inspiration of lone wolf kill-
ers, and effective use of authenticity to build a community, these far-
right extremists resemble nothing so much as the Islamic State. In 
northern Europe, the mothers of children who ran away to join the Is-
lamic State recalled how their sons and daughters  —  reckoning with 
the social isolation that faces the offspring of many Middle Eastern 
migrants  —  looked to ISIS to fill the void. A lonely girl in Washington 
State  —  a volunteer Sunday school teacher and part-time babysitter  —  
described how ISIS recruiters gave her the attentive friends she’d always 
craved. (Only a sharp-eyed grandmother stopped her from boarding a 
plane to Syria.) ISIS promised adventure and a sense of belonging. “It’s a 
closed community  —  almost a clique,” explained terrorism analyst Sea-
mus Hughes. “They share memes and inside jokes, terms and phrases 
you’d only know if you were a follower.”

In each case, recruits to extremist causes are lured by a warmth and 
camaraderie that seems lacking in their own lonely lives. In each case, 
such recruits build communities that attract people from across the 
world but that show almost no diversity of thought. “Isolation may be 
the beginning of terror,” political theorist Hannah Arendt wrote in a 
1953 essay about the origins of totalitarianism. “It certainly is its most 
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fertile ground.” If people come to believe that their radical notions are 
unassailably true  —  and if they believe that only other people who share 
the same opinions are “real” or worth protecting  —  they open the door 
to violence and bloodshed.

Not by coincidence, the field of study that seeks to counter this pro-
cess of radicalization, known as countering violent extremism (CVE), 
also focuses on the powers of community-building. Farah Pandith is a 
pioneer of this field. Born in the restive Kashmir region of India, Pan-
dith moved to Massachusetts as a young girl. Two moments changed 
the trajectory of her life. One took place at Smith College, where as a 
student in 1989 Pandith gave a speech attended by school alumnae, in-
cluding Barbara Bush. The First Lady was impressed and soon became 
her pen pal. The other occurred a few years later, back in her birthplace 
of Srinagar, Kashmir. One family member, who was working to bring 
peace to the region, was assassinated by extremists. Then, the very same 
day, another died in violence that broke out during the funeral proces-
sion. Pandith’s life became guided by a simple question: How could she 
prevent such tragedy from happening to others?

With the help of her new friend in the White House, Pandith joined 
the U.S. government. Over the next two decades, she served in vari-
ous roles in both Republican and Democratic administrations, even-
tually being appointed the first-ever U.S. special representative to 
Muslim communities. In this position, established to engage in the 
post-9/11 “battle of ideas,” Pandith traveled to eighty countries and 
met with thousands of young, disaffected Muslims in places rang-
ing from the slums of Düsseldorf to the mosques of Mali. She foresaw 
a crisis of identity that would soon sweep the Middle East, culminat-
ing in the rise of ISIS. But she also saw something else. “Only peer-
to-peer relations can change minds,” she concluded. The only way to 
prevent radicalization was to assemble a crowd of authentic voices to  
fight back.

Pandith determined that social media would be the key battleground 
in this fight. She became one of the first high-level U.S. officials to use 
Facebook in her work. She learned that it was not just a megaphone but 
also a means to keep her connected to the youth she met around the 
world, and, even more important, to connect them with each other. “Be-
cause I was fully focusing on millennials, I needed to be able to show 
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them in real time what I was hearing from others,” she explained. “I 
wanted to connect the kid I met in Germany with a kid in Australia. 
The conversation I was having in Mauritania with the cool thing in the 
Pamir mountains [of Tajikistan] that they were doing.” Each could be-
come an ally to the other  —  and part of a broad collective to push back 
against the specter of extremism.

Frustrated by a bureaucracy that couldn’t get out of its own way and 
realizing that a teenager’s heart and mind are places where “no govern-
ment is credible,” Pandith has since left government. But she hasn’t quit 
the fight. Instead, she has worked to assemble groups around the world 
into a CVE version of what she has dubbed a “Dumbledore’s Army.”

The name is taken from the Harry Potter series, in which a group of 
teens mobilize to fight evil. In recent years, a number of these sorts of 
CVE organizations have arisen. There’s the Online Civil Courage Ini-
tiative, which links more than a hundred anti-hate organizations across 
Europe, and Gen Next, which seeks to “deprogram” former jihadists. 
There’s even Creative Minds for Social Good, which has enlisted Mid-
dle East YouTube and Instagram stars to visit mosques and churches, 
sharing interfaith exchanges with their millions of followers.

As Pandith explained, the community is seeking to empower those 
who know best how to speak to youth: their peers. They can “swarm the 
content of the extremists online with credible voices that will dimin-
ish their standing and showcase a whole host of alternative narratives.” 
For instance, if a 16-year-old girl “is getting more and more interested 
in what’s happening with the ‘superhero’ guy who’s fighting for [ISIS], 
in real time she’ll see her peers push back, ‘That’s dumb. That’s stupid. 
That doesn’t make sense.’ ”

This community-building has hardly erased the specter of terror-
ism. But it represents a far more personal and effective approach than 
staid government broadcasts and press releases. It is also just one exam-
ple of a new kind of conflict fought largely with bite-sized social media 
broadcasts, what communications scholar Haroon Ullah has described 
as “digital world war.”

Whether it is politicians or pop stars, hate groups or those that tell 
haters to “shake it off,” the new winners are those who have mastered 
the power of narrative and primed their audiences with emotion, who 
have fostered a sense of authenticity and engaged in the community-
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building that goes with it. But they have another trick up their sleeve. 
Not only do they do it all on a massive scale  —  they do it again and again 
and again at the most personal level.

INUNDATION: DROWN THE WEB, RUN THE WORLD

It was the biggest surprise in internet history. One data scientist found 
that in the twenty-four hours that followed Donald Trump’s election 
night win of November 8, 2016, the word “fuck” appeared nearly 8 mil-
lion times on Twitter.

Trump’s victory was just as much of a shock to the political system. 
As the writer Jason Pargin observed, “Trump ran against the most well-
funded, well-organized political machine in the history of national poli-
tics . . . All of the systems that are supposed to make sure one side wins 
failed. He smashed a billion-dollar political machine to pieces.”

And yet in retrospect, perhaps it shouldn’t have been all that sur-
prising, for it was evident at the time that Trump had put to better use 
the new machine that had already smashed communications and the 
economy. Indeed, by almost any social media measure, Trump didn’t 
just have more online power than both his Republican and Democratic 
opponents; he was a literal superpower. He had by far the most social 
media followers, effectively as many as all his Republican rivals for the 
GOP nomination combined. He deployed this network to scale, push-
ing out the most messages, on the most platforms, to the most people. 
Importantly, Trump’s larger follower pool was made up of not just real-
world voters, but  —  as we’ve discussed previously  —  a cavalcade of bots 
and sockpuppet accounts from around the world that amplified his ev-
ery message and consequently expanded his base of support.

With his Twitter loudspeaker, Trump could drive the national con-
versation at a pace and volume that left both journalists and his oppo-
nents scrambling to keep up. It allowed him not just to dominate the 
web-borne portion of the 2016 election, but to dominate all other forms 
of media through it, thus capturing $5 billion worth of “free” media cov-
erage (nearly twice that of Clinton). As Republican communications 
strategist Kevin Madden explained, “Trump understands one impor-
tant dynamic: In a world where there is a wealth of information, there is 
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always a poverty of attention, and he has this ability to generate four or 
five story lines a day . . . He is always in control.”

In an interview shortly after the election, Trump reflected on how 
he had won. “I think that social media has more power than the money 
they spent, and I think . . . I proved that.”

But Trump’s power lay not just in @realDonaldTrump but in the 
wider online army mobilized behind it. In his quest for the White House, 
Trump attracted the regular coalition of evangelical conservatives and 
traditional Republican partisans. But his crucial, deciding force was a 
new group: a cohort of mostly tech-savvy angry, young, white men who 
inhabited the deepest bowels of internet culture.

While many had gotten their start on 4chan, a notorious image board 
where anonymous users fight an endless battle of profane one-upman-
ship, the group is better understood through what is known as “Poe’s 
Law.” This is an internet adage that emerged from troll-infested argu-
ments on the website Christian Forums. The law states, “Without a 
winking smiley or other blatant display of humor, it is utterly impossible 
to parody a [fundamentalist] in such a way that someone won’t mistake 
it for the genuine article.” In other words, there is a point at which the 
most sincere profession of faith becomes indistinguishable from a par-
ody; where a simple, stupid statement might actually be considered an 
act of profound meta-irony. Taken to its logical conclusion, Poe’s Law 
could lead to a place of profound nihilism, where nothing matters and 
everything is a joke. And this was exactly where many of these internet 
denizens took it.

From the beginning, many of these lifelong trolls found something to 
admire in Trump. Part of the reason was cultural; they felt marginalized 
by national conversations about race and gender (“identity politics”) 
and saw Trump as the cure. Part of it was economic; although hardly 
coal miners, they bought into Trump’s economic populism and his vow 
to “Make America Great Again.” But most of all, they liked Trump be-
cause, in the fast-talking, foulmouthed, combative billionaire, they saw 
someone just like them  —  a troll.

Trump’s digital force organized in many dark corners of the internet, 
but their main roost was Reddit. The discussion board /r/The_Donald 
was launched a week after Trump’s June 2015 presidential campaign an-
nouncement. What had started with a few dozen tongue-in-cheek sup-
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porters grew to 100,000 by the time he clinched the nomination in April 
2016 and then to 270,000 by November 2016. (After the election, its size 
would double again as it became a willful propaganda arm of the ad-
ministration.) On /r/The_Donald, supporters obsessed over Trump’s 
every utterance and launched endless, crowdsourced attacks against his 
foes. They were soon consumed with the narrative of Trump, stand-
ing strong against the forces of “globalism,” aligning with many fer-
vent conspiracy theories. Their meta-irony turned to white-hot anger 
at what they perceived as increasingly one-sided attacks by the “main-
stream media.” And serving in the trenches of a seemingly endless inter-
net war, they also found camaraderie and friendship.

Although they labored tirelessly for Trump, the participants in this 
online collective were not formal members of his campaign. This 
provided Trump the best of both worlds. Whenever his online army 
launched attacks that were clearly profane or bigoted, Trump could 
deny any association. Yet when the activists struck gold, their work 
could be incorporated into official campaign messages by the Trump 
aides who regularly monitored their efforts. Sometimes, the work of 
these anonymous “shitposters” would even find its way into the Twitter 
feed of Trump himself  —  a pattern that continued after he won the pres-
idency. These supporters and aggressive proxies (figures like Jack Poso-
biec quickly joined the bandwagon) came to echo their “Dear Leader,” 
eschewing all notions of defense in order to attack, attack, attack. “The 
pro-Trump media do not appear to ever stop or take days off,” writer 
Charlie Warzel concluded. “They are endlessly available and are always 
producing. Always.” In their frantic mania, they set a tempo that no tra-
ditionally organized campaign could match.

The collective efforts of Trump’s troll army helped steer the online 
trends that shaped the election. They dredged up old controversies, 
spun wild conspiracy theories that Trump’s opponents had to waste 
valuable political capital fighting off, and ensured that the most im-
pactful attacks continued to fester and never left public attention. Al-
though neither presidential candidate was well liked, an analysis, by the 
firm Brandwatch, of tens of millions of election-related tweets showed 
a near-constant decline in the number of messages that spoke positively 
about Clinton. For Trump, the trend was the reverse. Essentially, the 
longer the campaign went on, the louder Trump’s proxies grew. And be-
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cause they reveled in building botnets or assuming fake identities, they 
were omnipresent.

There was no doubt that this effort was viewed through the lens of in-
formation warfare, showing the blurring of lines that Clausewitz would 
recognize. As General Michael Flynn himself exulted just after the elec-
tion to a crowd of young supporters, “We have an army of digital sol-
diers . . . ’cause this was an insurgency, folks, ’cause it was run like an in-
surgency. This was irregular warfare at its finest, in politics.”

Trump’s new kind of volunteer online army was so effective, though, 
because it was backed by another organization never before seen, which 
followed all the new lessons that had begun to fuse politics, marketing, 
and war. It was an organization that, reflecting social media itself, com-
bined massive scale with personalized micro-targeting.

The effort was overseen by Trump’s son-in-law, Jared Kushner, the fa-
mously private, immaculately coifed real estate baron who (ironically) 
avoided social media himself. In a rare postelection interview, Kushner 
explained how early on, the campaign had realized that the very iden-
tity of their unconventional candidate meant they would have to eschew 
the traditional pathways to victory. Television advertising or field of-
fices would not win this fight for Trump. The campaign would instead 
pump its strategic efforts into social media, utilizing the new techniques 
that it allowed, like message tailoring, sentiment manipulation, and ma-
chine learning.

The strategist behind the operations was Brad Parscale, a scraggly-
bearded former web designer from Texas, who had risen to the top of 
Trump’s online business and then his election campaign. The emphasis 
was clear from start to finish. Parscale famously blew every cent of his 
first $2 million on Facebook ads. By Election Day, it was his team  —  not 
the Silicon Valley–friendly Democrats  —  that bought every last bit of 
advertising space available on YouTube.

The digital effort Parscale oversaw was both fundamental to the 
Trump campaign and more massive in scale than anything seen before 
in political history. At the center was Project Alamo, named for its elec-
tion last-stand location in Texas. A 100-person team, aided by embed-
ded social media company employees, drew upon a database whose size 
and depth would come to dwarf all other campaign operations that had 
come before it. Into this database was pumped basic information about 
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all of Trump’s donors (including anyone who purchased the ubiquitous 
red “Make America Great Again” hat). Then there was the data archive 
of the Republican National Committee, which claimed to have nearly 8 
trillion pieces of information spread across 200 million American vot-
ers. And, finally, came the massive data stores of a controversial com-
pany called Cambridge Analytica.

A UK-based firm that Breitbart chairman and Trump campaign CEO 
Steve Bannon had helped form in 2013, Cambridge Analytica had pre-
viously been active in conducting information warfare–style efforts on 
behalf of clients ranging from corporations to the “Leave” side of Brexit. 
It would later be reported to have provided to the Trump campaign 
some 5,000 data points on 220 million Americans. Controversially, a 
subset came from data collected via various Facebook apps (ranging 
from a survey to a “sex compass”), which scraped data on not just 87 
million users but also their friends  —  without their consent or knowl-
edge. Included in the dataset was information gleaned not only from 
public posts, but also from direct messages that users assumed were  
private.

This data was a “gold mine,” according to one cybersecurity re-
searcher who was able to review a small portion of it when it leaked on-
line. Through the clever use of this mountain of information, one could 
infer much more through “psychometrics,” which crosses the insights of 
psychology with the tools of big data. Teams of psychometric analysts 
had already shown how patterns of Facebook “likes” could be used to 
predict characteristics of someone’s life, from their sexual orientation 
to whether their parents had divorced. The researchers had concluded 
that it took only ten “likes” to know more about someone than a work 
colleague knew and just seventy to know more than their real-world 
friends. As a whistle-blower from the Cambridge Analytica part of the 
project said in 2018, “We exploited Facebook to harvest millions of peo-
ple’s profiles. And built models to exploit what we knew about them and 
target their inner demons.”

By slicing and dicing the data, the Trump team didn’t just gain a 
unique window into the minds of its supporters; it could also use ad-
vertising tools like Facebook’s Lookalike Audiences to track down us-
ers who shared the same political disposition or psychological profile. 
This tool literally changed the economics of the battle for votes. Sud-
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denly, isolated patches of rural voters  —  long neglected because of the 
cost of television advertising  —  could be selectively targeted. Thanks to 
Facebook and big data, Parscale marveled, he could reach “fifteen peo-
ple in the Florida Panhandle that I would never buy a TV commercial  
for.”

Importantly, the wealth of data didn’t just allow a new kind of mi-
cro-targeting of voters, with exactly the message they cared most about, 
but it also provided new insights into how to tailor that message to in-
fluence them most. As opposed to a TV or print ad that could run in 
only one form at a time, the campaign would regularly run thousands 
of variations of an online outreach effort simultaneously. The key was 
that every single message to win hearts and minds was also an experi-
ment. Messages might differ in the phrasing, the choice of photo, and 
even tiny changes in color that would influence one person’s particu-
lar psychological profile more than another. The reason was that so-
cial media had turned the conversation into a mass-scaled but two-way 
street. The targets’ feedback (who clicked it, who “liked” it, who shared 
it) went back into the profiles, not just for that one person, but for all the 
other people in the dataset who shared similar characteristics. This al-
lowed the campaign to find the “perfect” messages for engaging differ-
ent groups of voters  —  all dynamically and all at the same time. By the 
end of the campaign, the Trump team had run almost 6 million differ-
ent versions of online ads. Once, the number of variations on a single 
message approached 200,000.

Plugged into the subconscious of millions of likely voters, Trump’s 
digital team began to guide the candidate’s travel, fundraising, rally lo-
cations, and even the topics of his speeches. “[The campaign] put so 
many different pieces together,” Parscale said. “And what’s funny is the 
outside world was so obsessed about this little piece or that, they didn’t 
pick up that it was all being orchestrated so well.”

There was little political precedent for Trump’s strategy. But there 
was precedent. It could be found at an internet giant famous for jour-
nalistic classics like “15 Hedgehogs with Things That Look Like Hedge-
hogs” and “Which Ousted Arab Spring Ruler Are You?”

In 2006, a young MIT postgraduate named Jonah Peretti cofounded 
a “viral lab.” Peretti’s intention was to understand what content took off 
and what didn’t. Within a decade, the spinout company called BuzzFeed 
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would grow to become a billion-dollar network with hundreds of em-
ployees and offices scattered around the world.

If BuzzFeed had a secret, it was scale. It wasn’t one person angling for 
viral hits; it was an army, applying a systematic formula of the same kind 
of weaponized experimentation, constantly testing to map the depths 
of the attention economy and then make it their own. BuzzFeed could 
churn out more than 200 articles, “listicles,” and videos each day. It then 
monitored the performance of each item in real time, tweaking titles 
and keywords and shifting marketing focus in an algorithmically driven 
process that was a precursor of the sort of real-time focus-testing con-
ducted by the Trump team. With every viral success, the writers and 
marketers got a little more experienced, their dataset got a little bigger, 
and their machines got a little smarter.

Importantly, BuzzFeed’s model didn’t depend on handcrafting any 
particular item to go viral; it depended on throwing out dozens of ideas 
at once and seeing what stuck. For every major viral success, like “12 
Extremely Disappointing Facts About Popular Music,” there were doz-
ens of duds, like “Leonardo DiCaprio Might Be a Human Puppy.” What 
mattered most was scale and experimentation, inundating an audi-
ence with potential choices and seeing what they picked. The lesson for 
BuzzFeed, and for all aspiring social media warriors, was to make many 
small bets, knowing that some of them would pay off big.

How BuzzFeed made its money was not all that different from how 
Brad Parscale helped the Trump campaign to victory. It was also strik-
ingly reminiscent of how Russian propagandists drown their opponents 
in what RAND researchers describe as a “firehose of falsehood,” weap-
onizing the very same Facebook micro-targeting tools. And it was also 
a crucial aspect of ISIS’s online efforts to overwhelm its opponents with 
messaging that was both scaled and tailored. Recall that ISIS could gen-
erate over a thousand official propaganda releases each month. In each 
case, this continuous cascade allowed these savvy viral marketers to 
learn what worked for the next round.

This is the last part of the equation explaining how combatants can 
conquer social media and penetrate the minds of those who use it. To 
“win” the internet, one must learn how to fuse these elements of narra-
tive, emotion, authenticity, community, and inundation. And if you can 
“win” the internet, you can win silly feuds, elections, and deadly seri-
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ous battles alike. You can even warp how people see themselves and the 
world around them.

But the fact that these lessons are now available to anyone means that 
not all online battles will be one-sided blitzkriegs. As more and more 
users learn them, the results are vast online struggles that challenge our 
traditional understanding of war.
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7
LikeWar

The Conflicts That Drive the Web and the World

It was the first non-linear war . . . Now four coalitions collided. 
Not two against two, or three against one. No. All against all.

  —  Vla dislav Sur kov, “Without Sky”

WORLD WAR I HAD BEEN RAGING for less than five hours when 
the crew of the CS Alert undertook one of the most important opera-
tions of the entire conflict. Floating in the English Channel, the crew 
unspooled dozens of meters of heavy wire into the water, anchored by 
an iron hook. Dredging the ocean floor, they waited for a telltale tug be-
fore reeling their prize back up to the surface. One by one, all seven of 
Germany’s transatlantic cables were severed that day. For the rest of the 
war, Germany would be forced to use unencrypted radios or sneak mes-
sages into public telegraph channels  —  messages that lay at the mercy of 
British code breakers.

But in losing these transatlantic lifelines, Germany was dealt an even 
bigger blow. For the rest of the war, it could not communicate directly 
with the American public, leaving Britain to control the narrative in-
side the one major nation yet to join the fight. Stories of German bar-
barity spread, abetted by British propagandists and unanswerable by a 
muted German government. In one case, a purposeful mistranslation of 
the German word kadaver (translated as “corpse” instead of “animal”) 
led many newspapers to report that Germany had begun incinerating 
battlefield dead for their fat, turning fallen soldiers into candles and lu-
bricants. Such tales of the “monstrous Huns” helped drive Americans 
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into a fury. When the United States finally entered the war in 1917, it was 
thanks in part to an information blockade that had stripped Germans 
of their humanity.

For nearly all of recorded history, this was the way things were. When 
a citizen of one nation tried to communicate directly with a citizen of 
another, the government was likely to play a part in the process, whether 
certifying postage or regulating the traffic of international telegraph 
lines. If the two states fell into war or a trade dispute or simply didn’t 
like each other, such communication halted. Letters were intercepted. 
Cables were cut. The flow of information fell to a trickle. Two people, 
living in two countries, separated by a hostile border, could well have 
lived on different planets.

You know the punch line already. The internet changed this, fast. 
Making an international connection soon became as easy as knowing 
an email address, then just a name. Images, videos, livestreams, and 
ever-improving online translation make it simple to strike up conver-
sations across the globe. Any of these connections can be observed or 
joined by audiences from yet other parts of the world.

In 1990, a generation after Licklider and Taylor made their prediction 
about computer communication, two political scientists with the Penta-
gon’s think tank at the RAND Corporation started to explore the secu-
rity implications of this emerging internet. Many of John Arquilla and 
David Ronfeldt’s colleagues considered their line of investigation into 
computers used mostly by geeks a bunch of mumbo jumbo. But an im-
portant few realized that it was game-changing. The first time Arquilla 
and Ronfeldt put their thoughts into a short memo, the Pentagon imme-
diately classified it.

Their findings were made public in a revolutionary 1993 article titled 
“Cyberwar Is Coming!” At a time when the internet hadn’t even yet 
been opened up to commercial activity, they observed that “informa-
tion is becoming a strategic resource that may prove as valuable and in-
fluential in the post-industrial era as capital and labor have been in the 
industrial age.” Accordingly, future conflicts would be won not by phys-
ical forces, they argued, but by the availability and manipulation of in-
formation. They warned of “cyberwar,” battles in which computer hack-
ers might remotely target economies and disable military capabilities.

But Arquilla and Ronfeldt went further. They also predicted that cy-
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berwar would be accompanied by something else: “netwar.” They ex-
plained:

It means trying to disrupt, damage, or modify what a target popula-
tion “knows” or thinks it knows about itself and the world around it. 
A netwar may focus on public or elite opinion, or both. It may involve 
public diplomacy measures, propaganda and psychological cam-
paigns, political and cultural subversion, deception of or interference 
with the local media . . . In other words, netwar represents a new en-
try on the spectrum of conflict that spans economic, political, and so-
cial as well as military forms of “war.”

Netwar entailed more than simply a propaganda campaign launched 
over the internet. It meant a new way of thinking and a new kind of 
conflict. It meant understanding that online information itself was a 
weapon, used to dismantle some realities and to build others in their 
place. It suggested a future where groups and nations alike might effect 
massive political change  —  the kind that at the time usually took years 
of bloody struggle  —  without firing a shot.

Like most theories about the early internet, however, the rhetoric ran 
far ahead of what was happening in the real world. For most national 
militaries and governments, a few online bulletin boards connected by 
unreliable dial-up modems hardly looked like the future of warfare. In-
stead, their attention turned to robots, drones, and precision-guided 
munitions. By the late 1990s, the “weaponization” of online information 
was essentially a dead topic.

Instead, early netwar became the province of far-left activists and 
democratic protesters, beginning with the 1994 Zapatista uprising in 
Mexico and culminating in the 2011 Arab Spring. In time, terrorists and 
far-right extremists also began to gravitate toward netwar tactics. Ob-
serving these developments with interest, Arquilla and Ronfeldt, still 
at work tracking conflict trends, began to liken what had happened to 
the Roman deity Janus, the two-faced god of beginnings and endings 
(as well as war and peace). “Our hope was at the least, there would be a 
balance between the two,” Arquilla told us, with the benefit of twenty 
years’ reflection. “I think what we’ve seen is a greater prevalence of the 
darker side of Janus. I’m troubled to see that.”
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There was no exact moment when the balance shifted. For disen-
chanted activists like the Belarusian Evgeny Morozov, it came when 
dictators learned to use the internet to strengthen their regimes. For us, 
the moment came when we saw how ISIS militants used the internet not 
just to sow terror across the globe, but to win its battles in the field. For 
Putin’s government, it came when the Russian military reorganized it-
self to strike back against what it perceived as a Western information of-
fensive. For many in American politics and Silicon Valley, it came when 
that same Russian effort poisoned their networks with a flood of disin-
formation, bots, and hate.

Today, online battles are no longer just the stuff of science fiction or 
wonky think tank reports, but an integral part of global conflict. As a 
result, governments around the world have begun to adapt to it. Russia 
is the most obvious example  —  a government whose state media, troll 
factories, and botnets all conspire to wage (in the words of its own mil-
itary doctrine) “global information warfare.” Echoing the language of 
ISIS propagandists, Russian military strategists describe how a strong 
information offensive can have a strategic impact on a par with the re-
lease of an atomic bomb. They warn of the power of foreign information 
to “blur the traditional Russian spiritual and moral values,” and argue 
instead for “a system of spiritual and patriotic education” (aka censor-
ship) and the development of “informational . . . measures aiming to 
pre-empt or reduce the threat of destructive actions from an attacking 
state.” In this line of reasoning, the Russian government doesn’t resort 
to netwar because it wants to. Rather, it sees no other choice. The best 
defense, after all, is a good offense.

China’s Great Firewall, social engineering, and online armies of posi-
tivity can be seen in much the same light. But one shouldn’t think that 
there isn’t an offensive side. Since 2003, the Chinese military has fol-
lowed an information policy built on the “three warfares”: psychologi-
cal warfare (manipulation of perception and beliefs), legal warfare (ma-
nipulation of treaties and international law), and public opinion warfare 
(manipulation of both Chinese and foreign populations). Where China 
is strong, its strengths must be amplified even further in the public 
imagination; where China is weak, attention must be diverted. China 
must be seen as a peaceful nation, bullied by powerful adversaries and 
“reluctantly” responding by building its armies and laying claim to new 
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lands. China’s critics must be confused and scattered, even as its own 
people are forged into a singular, iron will. In 2015, China’s official mili-
tary strategy would put the challenge even more starkly: “War is accel-
erating its evolution to informatization.”

Even the United States, birthplace of the free and open internet, has 
started to accept netwar as a matter of policy. In 2011, DARPA’s research 
division, which once created the internet itself, launched the new So-
cial Media in Strategic Communications program to study online sen-
timent analysis and manipulation. Around the same time, the U.S. mili-
tary’s Central Command began overseeing Operation Earnest Voice, a 
several-hundred-million-dollar effort to fight jihadists across the Mid-
dle East by distorting Arabic social media conversations. One part of 
this initiative was the development of an “online persona management 
service”  —  essentially sockpuppet software  —  “to allow one U.S. ser-
viceman or woman to control up to 10 separate identities based all over 
the world.” And, beginning in 2014, the U.S. State Department poured 
vast amounts of resources into CVE efforts, building an array of online 
organizations that sought to counter ISIS by launching information of-
fensives of their own.

The initiatives have begun to spread through governments around 
the world. In 2015, Britain formed the 1,500-soldier-strong 77th Brigade, 
intended to be an “agent of change through targeted Information Activ-
ity and Outreach.” The NATO alliance launched its Strategic Commu-
nications Centre of Excellence, focused specifically on “the weaponiza-
tion of social media.” Add to this the impressive digital arm of the Israeli 
Defense Forces (IDF), Turkey’s growing patriotic troll army, the bur-
geoning botnets of the Mexican government, and the cyber-propaganda 
initiatives of dozens of other countries.

But there’s a second revolution at work  —  even stranger and more 
pressing than the one foreseen by Arquilla and Ronfeldt. As national 
militaries have reoriented themselves to fight global information con-
flicts, the domestic politics of these countries have also morphed to re-
semble netwars. And the two spheres have become linked. Just as rival 
states and conflict actors use the internet to manipulate and deceive, so, 
too, do political candidates and activists of all stripes. Online, there’s 
little difference in the information tactics required to “win” either a vio-
lent conflict or a peaceful campaign. Often, their battles are not just in-
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distinguishable in their form but also directly linked in their activities 
(such as the alignment of Russian sockpuppets and alt-right activists). 
The realms of war and politics have begun to merge.

In essence, every LikeWar is a battle for attention with a specific ob-
jective in mind (promoting a candidate; gaining concessions; winning a 
war) and challenged by an opponent (other people, groups, or nations). 
Victory requires an appreciation of the nature of virality and the whim-
sical ways of the attention economy, as well as a talent for conveying 
narrative, emotion, and authenticity, melded with community-building 
and a ceaseless supply of content (inundation). And because it all takes 
place on the open internet, each of these conflicts becomes a global tug-
of-war with an unknown number of players.

The world of LikeWar can feel inescapable and overwhelming. Yet, 
in seeking to explain how its battles work, there is perhaps no one better 
for the task than a big-eyed, big-lipped amphibian, who looks like he’s 
stepped right out of the hellscape of Microsoft Paint.

MEMES AND MEMETIC WARFARE

To his critics, he was a blazing symbol of hatred and bigotry. To his sup-
porters, he was both a joke and a badge of honor. To the artist who cre-
ated him, he was just a “chilled-out [dude] who likes to eat snacks and 
talk on the phone [and] smoke weed.” He wore everything from a blue 
shirt to a baggy suit to hot-pink lingerie. He was thin or fat; sad or smug 
or angry. Sometimes, he looked like Donald Trump; other times, Vladi-
mir Putin, the rapper Nicki Minaj, or even Adolf Hitler. But three things 
about him were always the same:

1. He was green.
2. His name was Pepe the Frog.
3. He was a dumb internet meme.

If you spent any time on the internet, you couldn’t not see him. Soon 
enough, you wanted to unsee him. In 2015, Pepe was adopted as the ban-
ner of Trump’s vociferous online army. By 2016, he’d also become the 
symbol of a resurgent tide of white nationalism, declared a hate symbol 
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by the Anti-Defamation League. Trump tweeted a picture of himself as 
an anthropomorphized Pepe. By 2017, Pepe was ascendant. Trump sup-
porters launched a crowdfunding campaign to erect a Pepe billboard 
“somewhere in the American Midwest.” On Twitter, Russia’s UK em-
bassy used a smug Pepe to taunt the British government in the midst of 
a diplomatic spat (“No trust in Britain’s best friend and ally?”).

But . . . why? It made little sense that a cartoon frog had become a 
standard-bearer for a white ethno-state, or a campaign symbol or tool 
of international diplomacy.

But it was never about the frog. Instead, Pepe was the product of an 
evolutionary cycle that moved at digital warp speed on the internet, pil-
ing meaning atop meaning until everyone lost track. Pepe was also the 
product of a conflict of reinvention and appropriation that twisted him 
in directions that no one might have expected. In understanding Pepe, 
one can understand memes, and through them the life cycle of ideas on 
the internet.

Pepe the Frog was born in 2005 to the San Francisco–based artist 
Matt Furie. One of four teenage monsters in Furie’s Boy’s Club comic 
series, Pepe was just a cartoon layabout who spent his days “drinkin’, 
stinkin’, and never thinkin’. ” In 2008, an anonymous 4chan user shared 
a panel in which Pepe pulled his pants down to his ankles to urinate in 
a public bathroom, along with his shameless explanation for doing so: 
“Feels good man.” Pepe’s simplicity and irreverence perfectly captured 
the spirit of the freewheeling, profane 4chan community. He went vi-
ral among internet forum users and  —  more impressively  —  surpassed 
virality to become part of the underlying culture of the internet. When 
the original meme seemed exhausted, users mined Furie’s comics for 
more drawings. When the comics ran out, users began to make their 
own. In a sense, Pepe became the ideal online phenomenon  —  popular 
and endlessly adaptable, while remaining too weird and unattractive to 
ever go fully mainstream.

With these attributes, it was not much of a shock when Pepe became 
the unofficial mascot of 4chan’s /pol/ politics board. When these trolls 
went to battle for Trump, they took Pepe with them. What began as a 
mockery of political activism soon became, for many of these users, a se-
rious effort to help Trump win. At the same time, clusters of traditional 
Trump supporters began to adopt the same mannerisms and tactics as 
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actual trolls. As a result, Pepe underwent another transformation. The 
meme was still dumb and irreverent, but now he was suffused with po-
litical meaning as well. Pepe had entered the real world, with real con-
sequences.

Amidst the election excitement, there was another, darker battle rag-
ing for Pepe’s soul. It was led (or so they wanted you to believe) by a 
group of thirty “shitposters” and casual bodybuilders, who feared that 
their meme was being co-opted by “normies,” people with no apprecia-
tion of the internet’s subterranean culture. Their solution was to turn 
the cartoon frog into a literal Nazi, flooding social media with Pepe 
memes laced with swastikas, Hitler quotes, and Third Reich iconog-
raphy. In a tactic that would become commonplace, they also targeted 
unwitting reporters, bombarding them with Pepe-related hate speech 
in order to convince them that the meme was a white supremacist and 
anti-Semitic. The gambit worked. Pepe became inextricably linked to 
white nationalism, denounced by most journalists and the American 
left and embraced unironically by actual neo-Nazis, who finally had a 
“hip” symbol to call their own. The notorious white supremacist leader 
Richard Spencer even took to wearing a lapel pin of Pepe in public, and 
in an instantly viral video tried to explain its symbolic value to his cause  
—  until a passerby punched him in the face.

Trump’s troll army wielded Pepe like a weapon, poking and prod-
ding at mainstream journalists and Clinton supporters, trying to elicit a 
backlash. The moment they were called out as racist or white suprema-
cist, they replied with smug outrage, asking how in the world a cartoon 
could be construed as anything more than a silly, dumb frog.

Pepe formed an ideological bridge between trolling and the next-
generation white nationalist, alt-right movement that had lined up be-
hind Trump. Third Reich phrases like “blood and soil,” filtered through 
Pepe memes, fit surprisingly well with Trump’s America First, anti-im-
migrant, anti-Islamic campaign platform. The wink and nod of a car-
toon frog allowed a rich, but easily deniable, symbolism.

When Trump won, Pepe transformed again. The green frog became 
representative of a successful, hard-fought campaign  —  one that now 
controlled all the levers of government. On Inauguration Day in Wash-
ington, DC, buttons and printouts of Pepe were visible in the crowd. 
Online vendors began selling a hat printed in the same style as those 
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worn by military veterans of Vietnam, Korea, and World War II. It 
proudly pronounced its wearer as a “Meme War Veteran.”

In the months that followed, Pepe continued his evolution, popping 
up at the events of the far-right, where grizzled, camo-clad militiamen 
marched alongside gangly white teenagers. When a white national-
ist terrorist drove his car into a crowd in Charlottesville, Virginia, and 
killed a peaceful demonstrator, it was discovered that his Facebook page 
was peppered with Pepe memes. In response, anti-fascist demonstrators 
flooded the streets and the internet with signs of their own. Again, Pepe 
featured prominently: this time as a corpse, a Ku Klux Klan mask torn 
from his green face.

Had Pepe really been racist? The answer is yes. Had Pepe been an in-
nocent, silly joke? Also, yes. In truth, Pepe was a prism, a symbol con-
tinually reinterpreted and repurposed by internet pranksters, Trump 
supporters, liberal activists, ultranationalists, and everyone who just 
happened to glimpse him in passing. Pepe was a “meme,” an empty ves-
sel, like the chromatin that shields DNA; a protective layer over a rich, 
ever-multiplying strand of ideas. As it was with Pepe, so it is with all 
memes. They are the vessels by which culture is transmitted  —  and a 
crucial instrument by which LikeWar is fought.

Yet the concept of memes has nothing to do with the internet. In the 
late 1960s, biologists had begun to unravel the basic nature of the ge-
netic code, discovering how cellular instructions are passed from one 
generation to the next. Flush with excitement, they pondered whether 
their work could be applied more broadly. If the rules of genetics could 
explain life, could they not explain many other things  —  even the na-
ture of information? After all, just as biological life had to ceaselessly 
copy itself in order to survive, ideas had to do so, too. In his 1976 book 
The Selfish Gene, evolutionary biologist Richard Dawkins put a name to 
these bits of organic, self-multiplying information: “memes.”

“The computers in which memes live are human brains,” Dawkins 
wrote. Memes are born from human culture and shaped and transmit-
ted by language. Over time, a meme might become increasingly self-
referential and complex, spawning clusters of new memes. A meme is 
“alive” only so long as it exists in the human mind. For a meme to be for-
gotten means that it goes extinct, the same as a species that can no lon-
ger pass on its genetic code.
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Religion, for instance, can be viewed as a series of memes both broad 
and narrow: a general belief in a higher power to the more specific cat-
echisms of the Christian faith to even the warping of a religion to push 
bigotry against members of another faith. For example, one of history’s 
cruelest and most enduring memes is the web of conspiracy theories 
that infuse anti-Semitism. The belief in a secret Jewish conspiracy aim-
ing to run the world built upon itself from the Middle Ages to a fake 
pamphlet created by Russian secret police in 1903 (The Protocols of the 
Meetings of the Learned Elders of Zion) to the pamphlet’s mass printing 
and distribution in America by Henry Ford and its subsequent use in 
Nazi propaganda in Germany.

The arrival of the internet sped up this memetic evolution. Dawkins, 
who had picked up programming as a hobby, observed as much in The 
Selfish Gene’s 1989 edition. “It was obviously predictable that manufac-
tured electronic computers, too, would eventually play host to self-rep-
licating patterns of information  —  memes,” he wrote. “. . . It is a perfect 
milieu for self-replicating programs to flourish and spread.”

Through the 1990s, memes proliferated across the chaotic, emerging 
network of websites and forum boards. Longstanding memes (like anti-
Semitic conspiracy theories) found fresh, receptive audiences. Mean-
while, entirely new memes could seize popular attention. “The inter-
net is a first class ecology for memes,” Dawkins observed in 2014. By 
this point, Dawkins himself had become something of a meme  —  as an 
uber-rational, dyspeptic, atheistic defender of Reason, he managed to 
transform himself into a toxic Twitter troll.

As the web became more image- and social media–friendly, what 
we know as the “internet meme” was born. These were images or short 
GIFs, often overlaid with text and easily shareable, that relayed ideas 
fast. Grasping their full meaning, however, required understanding not 
only the content at hand but also its previous iterations. For instance, 
the LOLCats phenomenon, comprised of tens of thousands of cat pic-
tures with misspelled captions, becomes funnier (to a point) only if 
you’re familiar with the context to which it refers  —  the pervasiveness 
of cat images on the internet. Indeed, the most effective memes often 
build not merely on themselves but on other memes as well. One reason 
for Pepe the Frog’s enduring popularity was the way he could be used to 
mock or replicate other viral content  —  to essentially “meme” memes.

190  LikeWar

Singer_LIKEWAR_F.indd   190 7/20/18   11:21 AM



Importantly, it takes only one event, group, or person to alter a 
meme’s meaning for everyone who might use it. “Digital content can 
travel further, be decontextualized more quickly and accessed instan-
taneously  —  without the original creator’s consent or even awareness  
—  by millions of people,” write internet ethicists Whitney Phillips and 
Ryan Milner. Pepe the Frog’s creator went so far as to sue to try to stop 
the misuse of his creation. But it was to no avail. By either hijacking or 
chance, a meme can come to contain vastly different ideas than those 
that inspired it, even as it retains all its old reach and influence. And 
once a meme has been so redefined, it becomes nearly impossible to re-
claim. Making something go viral is hard; co-opting or poisoning some-
thing that’s already viral can be remarkably easy.

The study of internet “memetics” has steadily merged with studies of 
online warfare, attracting strange bedfellows. Both psychological war-
fare professionals and shitposting trolls began to explore how to co-
opt old memes and spin off new ones. For U.S. defense analysts, one of 
the first examinations of the subject came in 2006, when U.S. Marine 
Corps Major Michael Prosser published a far-reaching thesis: “Memet-
ics  —  a Growth Industry in US Military Operations.” In an echo of the 
earlier netwar writings of Arquilla and Ronfeldt, Prosser argued that 
armed conflict would increasingly be decided by dueling ideologies on 
a “nonlinear battlefield.” Accordingly, militaries would need to track the 
memes promulgated by their adversaries, counter them, and respond 
with memes of their own.

In the United States, Prosser’s work would kick off a tiny, DARPA-
funded industry devoted to “military memetics”  —  the analysis and 
weaponization of memes to gain advantage in an invisible, all-consum-
ing information war. As of 2018, the work was still going strong. A per-
fect illustration came when the Center for Naval Analyses, a U.S. mili-
tary–funded think tank, released a report titled “Exploring the Utility 
of Memes for U.S. Government Influence Campaigns.” Naturally, its 
cover was a meme of Toy Story’s Buzz Lightyear.

Of course, the U.S. government has hardly been alone in this quest. 
Over the past decade, shadowy groups in the weirdest corners of the in-
ternet also began to write more explicitly about transforming memes 
into weapons. One now mostly defunct organization is the Bureau 
of Memetic Warfare, part of 8chan (a board for users too extreme for 
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4chan), whose tagline brags to visitors, “He who controls the memes, 
controls the world.” The conversations were a horrifying mix of un-
repentant neo-Nazism, plots to hijack or undermine popular online 
movements, and fairly nuanced discussions about social engineering 
and the nature of ideas.

One user grandly summarized the promise of memetic warfare for 
ultranationalist agitators: “Now as never before we have the ability to 
reach out, learn, and spread truth as we know it to be . . . We are pre-
sented with a state of affairs unique to history, an age of ideological me-
metic warfare in which the controlling principles of mankind are loosed 
to spread with no physical barriers.” Naturally, the user’s profile was a 
photograph of Joseph Goebbels.

These two worlds  —  the leading edge of military theory and the 
dark kingdom of internet trolls  —  unsurprisingly found each other on-
line. The union came in the form of Jeff Giesea, a tech consultant who 
worked as an early and avid organizer for Trump. He was one of the co-
founders of MAGA3X, a meme-generating hub for the Trump online 
army, which described itself as “Freedom’s Secret Weapon.” Giesea felt 
that the election’s relentless creation and co-option of memes echoed a 
larger shift in global affairs  —  one that had caught the United States and 
most democracies off guard. So he put his thoughts to paper in an article 
titled “It’s Time to Embrace Memetic Warfare.” The document wasn’t 
published on a Trump fan site, however, but in the journal of NATO’s 
Strategic Communications Centre of Excellence. Giesea drew parallels 
between the messaging of pro-Trump forces and the equally effective 
influence strategies of Russian propagandists and the Islamic State. “It’s 
time to drive towards a more expansive view of Strategic Communi-
cations on the social media battlefield,” he wrote. “It’s time to adopt a 
more aggressive, proactive, and agile mindset and approach. It’s time to 
embrace memetic warfare.”

The memetic warfare envisioned by Prosser, Giesea, DARPA re-
searchers, and internet anti-Semites alike turns on essentially the same 
principle. It recognizes the power of virality  —  the need to produce and 
propel viral content through the online system. But it also recognizes 
that the content that goes viral  —  the meme  —  can be quite easily hi-
jacked. And whoever does that best determines what reality looks like: 
whether Pepe the Frog draws chuckles or revulsion; whether a terrorist 
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group sows fear and inspires real-life attacks or simply drowns in online 
derision.

In the larger picture, memes are akin to the skirmishes of LikeWar, 
the micro-battles that shape and determine the outcome of the global 
tug-of-war. Win enough of these skirmishes, and, for a time, victory is 
yours for the taking. “Own the moment, own the hour,” writes defense 
analyst August Cole. “Own the hour, own the country.”

Yet, while these skirmishes start online, they don’t necessarily stay 
there. In a world of LikeWar, internet conflicts now merge seamlessly 
with those of flesh and blood.

WAR IN THE OPEN

To many Palestinians who live in Gaza City, Ahmed al-Jabari was a 
hero: the commander of Hamas, the militant wing of resistance to the 
Israeli occupation. To Israelis, he was a villain: a terrorist who exploded 
bombs on packed school buses and rained mortar shells down on cities. 
But most of all, Jabari was a survivor. He’d lived through five assassina-
tion attempts and boasted that he no longer feared bullets or bombs.

His reckoning came on November 14, 2012, as Jabari and his body-
guard were driving down a residential street in Gaza City. High above 
them, an Israeli Heron drone loitered. Its high-powered camera zoomed 
in as Jabari’s car sped past a packed minibus and onto a stretch of open 
road. Then the drone fired a missile.

Jabari never saw the explosion that ended his life, but millions of 
other people did. Even as his body smoldered, the Israeli military’s offi-
cial Twitter account spun into action. “The IDF has begun a widespread 
campaign on terror sites & operatives in the #Gaza Strip,” declared @
IDFSpokesperson. Then came an infographic that listed Jabari’s crimes 
in bullet points, with a big red box reading “ELIMINATED” slapped 
across his glowering face. After that came the YouTube clip. “In case you 
missed it  —  VIDEO  —  IDF Pinpoint Strike on Ahmed Jabari, Head of 
#Hamas Military Wing.” You could watch Jabari’s car trundling down 
the street before it exploded in a ball of fire. You could watch him die 
as many times as you wanted (the video has since been viewed nearly 5 
million times) and share it with all your friends.
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Within a few hours, Israeli aircraft had destroyed dozens of weapons 
caches hidden across Gaza City. “We recommend that no Hamas opera-
tives, whether low level or senior leaders, show their faces above ground 
in the days ahead,” @IDFSpokesperson taunted. The challenge didn’t 
go unanswered. “Our blessed hands will reach your leaders and soldiers 
wherever they are,” a Hamas spokesperson, @AlqassamBrigade, fired 
back. “(You Opened Hell Gates On Yourselves.)”

The Israelis called it Operation Pillar of Defense. IDF air strikes per-
forated the buildings in which suspected Hamas fighters gathered, kill-
ing militants and innocent families alike. Hamas fighters responded 
with hundreds of unguided rockets, eager to kill any Israeli they could. 
Few reached their targets. Israel had a new, U.S.-provided defenses, the 
Iron Dome, a missile shield that could intercept the projectiles in mid-
air. The result was an eight-day, one-sided campaign. The IDF hit every 
intended target; Hamas, almost none. Two IDF soldiers and 4 Israeli ci-
vilians were killed, and another 20 Israelis were wounded. On the Pal-
estinian side, roughly 100 militants and 105 civilians were killed, and an-
other thousand wounded.

But this wasn’t the only fight that counted. There were now three 
fronts at work in any conflict, Israel’s chief information officer ex-
plained. Two were predictable: the “physical” fight, which Israel easily 
dominated, and the “cyber” fight, in which the IDF just as easily beat 
back the efforts of Palestinian hackers. But there was a third front, he 
said, “the world of social networks.” This front would prove more trou-
blesome, and impossible to contain, soon seeping into every corner of 
the internet. A comparatively tiny physical conflict, fought in an area 
the size of Portland, Oregon, became a global engagement, prompting 
the exchange of more than 10 million heated messages on Twitter alone.

The IDF deployed a Twitter account, Facebook pages in multiple lan-
guages, Tumblr blog pages, and even a Pinterest page. There were slick 
infographics and a stream of videos and statistics. Maximizing follower 
engagement, the official IDF blog offered small digital rewards for repeat 
users. Visiting the blog ten times got you a “Consistent” badge; search-
ing the website got you recognized as a “Research Officer.” Memes were 
fired off in volleys and tested for engagement, the best ones deployed 
extensively. The IDF’s most widely shared image showed Hamas rock-
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ets bearing down on cartoon versions of Sydney, New York, London, 
and Paris. “What Would You Do?” the caption asked in bold red letters.

By contrast, the propaganda efforts of Hamas’s militants were less 
structured. Most of its social media response came from millions of un-
affiliated observers around the world, who watched the plight of Pal-
estinian civilians with horror and joined the fray. The Twitter hashtag 
#GazaUnderFire became an unending stream of atrocities: images of 
bombed-out buildings, dead children, crying fathers.

The scourge of war left nothing untouched  —  including video 
games and fast-food chains. The IDF hijacked the hashtags for the 
World Cup, a new James Bond movie, and even the same Call of Duty 
franchise that Junaid Hussain of ISIS would weave into his own re-
cruiting (“Playing war games on Call of Duty last night? Over a mil-
lion Israelis are still under REAL fire#BlackOps2”). Meanwhile, pro-
Hamas hackers took over the Israeli Facebook page of Domino’s Pizza, 
using the opportunity to threaten a merciless reprisal of “more than 
2000 rockets” against Israeli cities. When Domino’s regained control 
of the account, it had a message of its own: “You cannot defeat . . . the 
Israeli hunger for pizza!”

Even as the missiles flew, the IDF and Hamas continued to narrate 
the conflict, each posting alerts, updates, and a steady string of taunts. 
“Warning to reporters in Gaza,” wrote @IDFSpokesperson. “Stay away 
from Hamas operatives and facilities. Hamas, a terrorist group, will use 
you as human shields.” @AlqassamBrigade couldn’t let this stand. “Stay 
away from Israeli IDF,” the Hamas spokesperson mimicked. “We are 
just targeting Israeli soldiers, fighter jets, tanks and bases.” It was a re-
markably juvenile exchange. But these taunts couldn’t be dismissed as 
easily as the ones you might hear in a kindergarten classroom. After all, 
they were salvos lobbed by two combatants in a real, shooting war.

There was a temptation, after the sides had settled into an uneasy 
cease-fire, to dismiss this weird internet flame war as a bunch of dig-
ital noise. The angriest tweets were still just tweets  —  literally, “short 
bursts of inconsequential information.” But that would have been a 
mistake. Years after Operation Pillar of Defense had slipped from the 
public mind, American University professor Thomas Zeitzoff con-
ducted a painstaking study of hundreds of thousands of tweets, which 
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he then mapped across each hour of the physical side of the eight-day 
conflict.

What he found was shocking. In the case of Israel, a sudden spike 
in online sympathy for Hamas more than halved the pace of Israeli air 
strikes and resulted in a similarly sized leap in Israel’s own propaganda 
efforts. If you charted the sentiment (pro-Israel or pro-Palestine) of 
these tweets on a timeline, not only could you infer what was happen-
ing on the ground, but you also could predict what Israel would do next. 
Israeli politicians and IDF commanders hadn’t just been poring over 
battlefield maps. They’d also been keeping an eye on their Twitter feeds  
—  the battlefield of the social network war.

Taking place in 2012, Operation Pillar of Defense offered a glimpse 
of an emerging way of warfare. It was a conflict in which each side had 
organized to taunt and troll each other online, even as they engaged in 
a life-and-death struggle in the real world. Their battles drew in mil-
lions more international fighters. Some were passionate supporters of 
one side; others had just stumbled upon the war while looking for video 
game news or pizza. They shaped the fight all the same, strengthening 
the voice of one faction or another  —  and, by tiny degrees, altering the 
course of events on the ground. The lesson was clear: Not only did mod-
ern war require a well-planned military campaign. It required a viral 
marketing campaign as well.

Moving forward, both Israelis and Palestinians would apply this les-
son, albeit in very different ways. Their approaches are broadly repre-
sentative of the two strategies  —  loosely networked or centrally orga-
nized  —  that characterize how combatants approach the information 
battles of LikeWar today.

The next major outbreak of both web and “real” war came in 2014, as 
Israel and Hamas descended into another, bloodier, even more lopsided 
conflict, culminating in Operation Protective Edge, the IDF’s ground 
invasion of Gaza City. Sixty-seven IDF soldiers and three Israeli citizens 
would perish, as would hundreds of Hamas militants and more than a 
thousand Palestinian civilians. Hamas actively solicited images of the 
victims of Israeli air strikes (children were best) and posted them online 
as soon as possible. “There is nothing wrong with publishing images 
of the injured,” one web video urged. Real images of the devastation 
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were soon blended with an ocean of fakes and forgeries. One 16-year-old 
Twitter user, confronted with proof that their recently posted viral im-
age was fake, was as dismissive as a White House spokesperson. “People 
don’t need to take it as a literal account,” the teen said. “If you think of 
bombs going off, that’s pretty much what it looks like.”

Although the IDF won every battle, as casualties mounted, social me-
dia chatter grew unrelenting in its criticism of the Israeli military. In 
a single month, the hashtag #GazaUnderAttack was used more than 4 
million times  —  twenty times that of the one the IDF was pushing, #Is-
raelUnderFire. When Operation Protective Edge ended seven weeks af-
ter it began, many Israelis were furious. They felt that their government 
had crumpled under international pressure; nine out of ten believed the 
military had failed to achieve its objectives.

Yet as the fighting ebbed, the images and videos didn’t. By 2015, more 
than one-third of Palestinians had a Facebook account; even more had 
smartphones and access to the internet. And they began to use them, 
even  —  and especially  —  the very young.

Janna Jihad was a little girl with long brown hair and fierce hazel 
eyes. Like the young reporter from Pennsylvania we met in chapter 3, 
she plunged into citizen reporting when she was just 7 years old. Yet 
Janna was driven not by opportunity but by loss: the killing of a local 
boy in her village and the death of a cousin and uncle at the hands of Is-
raeli security forces. She took to traveling the occupied territories, drift-
ing from one protest and checkpoint showdown to the next, her mom’s 
iPhone in hand. In time, she launched Facebook, Twitter, YouTube, and 
Snapchat feeds, amassing hundreds of thousands of followers.

To watch her dispatches was to feel torn in two. On the one hand, 
Janna was undoubtedly courageous, and her reports were heartbreak-
ing. She charged into protests with a green, red, and white bandana (the 
colors of the Palestinian flag), braving tear gas and shouting down heav-
ily armed soldiers. “They’re killing us!” she screamed into her iPhone 
during one such encounter, as a young IDF trooper tried to corral the 
crowd. “We don’t need any war, we don’t need any blood. That’s enough! 
We just want to live in peace and freedom. Without war, without killing, 
without hitting!”

On the other hand, Janna’s goal wasn’t journalism  —  to capture the 
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context and explain the events. Instead, her intent was to spark the out-
rage that often drives virality. She was a child soldier in a new kind of 
war. As she explained simply, “My camera is my gun.”

It was much the same for the protesters on whom she reported. When 
asked why they were marching into battle against Israeli soldiers, one 
young Palestinian explained that it was to “upload the pictures to the 
internet so that the world sees how the children are being fired at with 
bullets and gas.” For these children, the most important thing wasn’t 
launching a protest or hurting Israeli soldiers; it was getting footage of 
themselves being hurt. Even elementary-school-age children were very 
aware of the cross of optics and marketing into modern war.

This online effort added new fuel to age-old conflicts. Spying op-
portunity, Hamas and other militant groups launched their own digi-
tal campaigns, urging Palestinians to spill Israeli blood in lone wolf at-
tacks. There were YouTube songs (sample lyrics: “I will attack you, tear 
you apart, and stab you”), “how-to” videos showing the human body’s 
most vulnerable arteries, and even a viral fad in which Palestinian par-
ents posed their toddlers with knives. In solidarity, ISIS started a paral-
lel hashtag campaign: #killajew. Speaking to reporters, one older Pales-
tinian man was blunt about the consequences for youth, echoing  almost 
exactly what has been said about the gang problems in Chicago: “I have a 
job to save my son. From his friends, from social media . . . from himself.”

Although it would be wrong to suggest that children like Janna were 
responsible for this cycle of violence, it is also true that their dispatches 
formed part of this terrible, self-perpetuating system that drove people 
to kill and be killed. And online, the fighting never stopped.

Yet this was a fight that Israelis were uniquely prepared to face, for 
they’d been gearing up for it, too. Their young nation had spent its in-
fancy beset by powerful enemies and dependent on allies for support 
and survival. Even as Israel grew stronger, its government remained 
keenly attuned to the tides of global opinion. So the country invested 
heavily in overseas lobbying efforts, relying on the wider Jewish dias-
pora to get its message across. This effort was called hasbara  —  Hebrew 
for “explaining.”

In 2000, activists took hasbara online, with the founding of the Jew-
ish Internet Defense Force. By the mid-2000s, Jewish organizations 
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were offering hasbara fellowships to students to rewrite Wikipedia ar-
ticles in a more positive light. In 2007, Israel established a formal “infor-
mation directorate,” and in 2009 it became the first democratic nation to 
fund an “internet warfare squad” to respond to hostile blog comments.

Nonetheless, even Israel was caught off guard by the magnitude of 
the social media revolution. The critical moment came in 2010, when 
human rights activists organized the heavily publicized Freedom Flo-
tilla to bring supplies to Gaza, then under Israeli blockade. The IDF in-
tercepted the ships, but only after a bloody boarding that left ten activ-
ists dead and sparked a furious global backlash.

“They tried to block the cell signal around the flotilla, but that didn’t 
work,” remembers Gilad Lotan, a data scientist and former IDF intelli-
gence officer. “Videos were coming out and people were getting really 
angry around the world . . . They couldn’t just neglect them and say, 
‘We’re doing what we need to do, we’ll explain later.’ No, that doesn’t 
work. You lose legitimacy, and then you pay for that over the years.”

Afterward, Israel shifted course. Where before, Israeli propaganda ef-
forts had been tinged with fatalism, akin to U.S. soldiers speaking of 
narrative (“In the media we are going to lose the war . . . It doesn’t mat-
ter what we do,” one IDF spokesperson said), now the government dras-
tically increased investment in hasbara online outreach. Just a year ear-
lier, the IDF YouTube channel had been launched by a few soldiers in 
their twenties as a fun side project. By 2012, those same twenty-some-
things held some of the most important positions in the Israeli armed 
forces. The @IDFSpokesperson Twitter account, the IDF’s official voice 
to the world, was the work of one energetic 26-year-old. “We turn it over 
to the kids, and they translate [our messages] into the new language of 
social media,” an IDF general marveled. “I say it’s magic.”

The effort was as much out in the open as the battles themselves. The 
IDF’s recruiting page invited young people to “join the international so-
cial media desk”; its web ads showed a handsome Israeli man in an ol-
ive-drab uniform, smiling as he gazed at an iMac. The form explained 
how young Israeli citizens could fulfill their two-year draft require-
ment by serving as content creators, graphic artists, and photographers. 
There was even a catchy tagline that seemed torn from a Silicon Valley 
startup’s recruiting manual: “Create. Engage. Influence.”
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But the IDF’s official military efforts constituted only one part of the 
new apparatus of online battle. “Hasbara war rooms” were organized at 
Israeli universities to build out online armies. Students could hang out 
and socialize in these designated computer labs as they fought for their 
nation on social media. During the 2014 conflict, one college boasted of 
400 volunteers, their “operations” encompassing 31 different languages. 
As the years passed, the war rooms became permanent campus fixtures. 
“This war doesn’t end with the last rocket,” a young Israeli activist ex-
plained. On the internet, it didn’t end at all.

By 2017, Israel’s hasbara offensive had its first smartphone app, trum-
peted by its creators as the “Iron Dome of Truth.” The web ad for the 
app showed two scantily clad young women crooning in a man’s ear, 
“You are going to tell the whole world the real truth about Israel!” The 
app worked by pairing users with different online “missions” and re-
warding them with points and badges. In one case, the app urged us-
ers to write positive things on comedian Conan O’Brien’s Instagram 
page during his visit to Israel. In another, it prompted them to “report” a 
Facebook image that had superimposed the Israeli flag over a picture of 
a cockroach. It offered a glimpse of war’s future: organized but crowd-
sourced, directed but distributed.

Of course, Israel had another, more direct way of gaining an advan-
tage in online warfare: its flesh-and-blood police and soldiers. As Pales-
tinians grew more vocal in their social media use, Israeli courts broad-
ened the definition of speech they considered “incitement” to violence. 
Police units monitored social networks for particular keywords and 
messages; they studied suspicious users, checking to see if they gave vo-
cal support to any militant causes. In the occupied West Bank, IDF sol-
diers in armored Humvees prowled the neighborhoods of suspected so-
cial media “inciters.” Between 2011 and 2015, more than 400 Arabs were 
arrested for social media–related crimes. Their fate was easy to predict. 
Israeli military courts had a conviction rate of 99 percent.

Today, the battles between Israelis and Palestinians continue, both 
in the occupied territories and online. Yet they are only one tiny front 
in a world of wars. The social media accounts of every military organi-
zation, diplomatic envoy, world leader, soldier, and civilian exist in the 
same digital milieu. For the most part, they’re accessible to the same 
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global audience, who either use English as the internet’s lingua franca 
or rely on increasingly sophisticated language-translation software. 
And when the sides come into conflict  —  as they often do  —  their sup-
porters, critics, and trolls are all thrown into battles of their own. Ev-
ery tweet or public statement, in other words, is a new front of LikeWar 
waiting to happen.

Sometimes, the spark is as simple as a disagreement about numbers. A 
puffed-up propaganda statement about enemy casualties  —  an act of ex-
aggeration as old as war itself  —  draws a great deal more scrutiny when 
both sides are on Twitter and can fact-check each other. In Afghani-
stan, Taliban spokesmen complain often about not getting “credit” for 
their attacks. Such exchanges also lead to weird moments of impropri-
ety. When, in the midst of an argument over air strikes, the Taliban 
feed made reference to a NATO commander’s mistress, it left observers 
aghast. The online consensus was that the Taliban, a group that mur-
ders women for the crime of learning to read, had “gone too far.”

In places where the physical battle lines are less clear, the migration 
of conflict to the internet becomes similarly perplexing. Imed Lam-
loum, a Libyan correspondent for Agence France-Presse, described in 
2017 how the war-torn country had splintered into two rival social me-
dia–savvy governments. “Each government has its own press agency,” 
he explained. “Both are named Lana. Each Lana puts out statements by 
its respective government and also seeks to discredit the other.” Libya’s 
dozens of armed militias each had their own Facebook account, where 
they did everything from negotiating cease-fires to posting a mix of 
bluster and factual “updates” that were nearly impossible to verify, just 
like the gangs and presidents. “Sometimes I think that the situation in 
the country could improve if internet access was cut,” Lamloum wrote. 
“Then people would no longer have access to rumors, which represent 
roughly 90 percent of information that’s out there.”

When two nations with similar languages and shared borders fall to 
bloodshed, the result is an even more surreal mess of public disparage-
ments and digital proxy battles. Since Russia’s invasion and occupation 
of eastern Ukraine in 2014, the two countries have remained locked in 
a simmering conflict that has stolen tens of thousands of lives and that 
reverberates each day through Ukrainian-, Russian-, and English-lan-
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guage social media. As homophily and group polarization have kicked 
into high gear (wars have a way of accelerating the process), supporters 
of each side have assembled an inexhaustible list of real or fabricated 
crimes, which they throw at each other like knives. Each public post-
ing across Facebook, Twitter, or VK presents a new opportunity to ar-
gue and troll. When a famous Russian-backed separatist commander 
was killed in a Ukrainian rocket attack, for instance, his funeral was 
livestreamed on Facebook  —  and promptly discovered by Ukrainian 
nationalists. The livestream became an extension of the physical battle-
field, as laughing and crying emojis both jockeyed for supremacy.

This mix of deadly serious conflict and weird digital levity reverber-
ates through the highest levels of international diplomacy. In one in-
stance, the official Russian Twitter account (@Russia) warned, “Who-
ever comes to us with #sanctions will perish.” The boast was paired 
with a heavy-metal music video of Russians parading with medi-
eval swords and armor. The response from the official Ukrainian ac-
count (@Ukraine) was swift: “If you’d respected international law, you 
would’ve avoided sanctions & would’ve been sending missions to Mars 
now, not running with sticks.” Ukraine then underscored its taunt with 
a meme, a GIF of two characters from the television series South Park 
hitting each other with sticks. Russia responded the same day in a dif-
ferent way, with shelling that killed a Ukrainian soldier.

Whether the conflict is a civil war echoing across YouTube, a dispute 
over missile tests that culminates in one leader tweeting threats at an-
other, a swaggering Facebook argument between gangs, or just a celeb-
rity flame war, all of these socially mediated conflicts are overtly theat-
rical. It is about bolstering friends and dissuading foes, just like the kind 
of macho showmanship that precedes a bar fight. It is about persuad-
ing someone to back off before the first punch is thrown. Failing that, 
it’s about weakening and embarrassing them, sapping their supporters 
while energizing your own.

But there’s also another kind of internet conflict  —  subtle, often in-
visible  —  that simmers beneath such public disputes. These hidden bat-
tles of influence comprise the side of LikeWar that doesn’t want to be 
noticed, but it may be the part that has most decisively reshaped the 
modern world.
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THE WAR YOU CANNOT SEE

To start the process of a “pro-Russian drift” of Crimea and eastern 
Ukrainian territories, [certain] events should be created beforehand 
that can support this process with political legitimacy and moral jus-
tification; also a PR-strategy should be built that draws attention to 
the forced, reactive nature of the actions of Russia and the pro-Rus-
sian political elites of southern and eastern Ukraine.

In early 2014, a policy paper began circulating in the Kremlin, outlin-
ing what steps Russia should take if President Viktor Yanukovych, the 
pro-Russian autocrat who controlled Ukraine, was toppled from power. 
Russia had to be ready, the memorandum’s author urged, to create a 
new set of political conditions on the ground  —  to manipulate the “cen-
trifugal aspirations” of ethnic Russians, pushing them to declare inde-
pendence from Ukraine. In essence, if their guy was ever forced from 
power, Russia had to be ready to start a war.

Just two weeks later, amidst mounting protests, the unpopular Ya-
nukovych fled the country in what was known as the Euromaidan. As 
proof of the emerging power of social media, the name of this Ukrai-
nian revolt was taken from a Twitter hashtag (it combined “Europe,” for 
the demonstrators’ desire to partner with Europe instead of Russia, and 
“Maidan Nezalezhnosti,” the square in Kiev where they gathered). But 
just as the revolutionaries had used the new form of the internet to unite 
and topple their foe, so Russia now used it to tear Ukraine apart.

The strategic vision behind the operation was subsequently ex-
plained by Dmitry Peskov, Putin’s long-serving media advisor, in a 2017 
interview. Particularly notable was not just how candid Peskov was, but 
whom he drew upon for inspiration. He spoke of “a new clash of inter-
ests” between Russia and the world, brought about by the social media 
revolution. But he also marveled at the incredible influence wielded by 
new online powers, citing Kim Kardashian. “Let’s imagine that one day 
she says, ‘My supporters  —  do this,’ ” he said. “This will be a signal that 
will be accepted by millions and millions of people.” But importantly, 
Peskov noted, Kardashian had “no intelligence, no interior ministry, no 
defense ministry, no KGB.”
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The implication was clear. Russia did have these things  —  and un-
like Kim Kardashian, it would use them for more important fights than 
a feud with Taylor Swift. “The new reality creates a perfect opportu-
nity for mass disturbances or for initiating mass support or mass disap-
proval,” Peskov said. This was the grounds for “an informational disas-
ter  —  an informational war.”

Ukraine proved a critical test case. Negative Russian-language news 
articles about Ukraine doubled, then tripled, in number. Ethnic Rus-
sians inside Ukraine, already on edge, soon boiled with resentment to-
ward the activists who had overthrown the government they supported. 
Meanwhile, Russian commandos filtered into Crimea, then eastern 
Ukraine, recruiting and arming cells of pro-Russian separatists. There 
were waves of protests, then violence, then mounting tragedy.

The tipping point came in the city of Odessa, where dozens of pro-
Russian protesters  —  many armed  —  retreated to a large, Soviet-era 
trade union building that soon caught fire amid the hail of bullets and 
Molotov cocktails. At least thirty-one people died.

Spying opportunity, the Russian “PR-strategy” kicked into high gear. 
Russia deftly seized on the tragedy, orchestrating a media campaign that 
Ukraine couldn’t hope to match. RT reveled in publishing gory details 
that were impossible to verify: pro-Ukrainians had sprinted through the 
flames to “strangle” pro-Russians; “17-year-old hooligans were finish-
ing people with bats.” Legions of trolls then seeded the stories through 
fringe outlets around the world. Conspiracy theory memes were de-
ployed. “US Media Covers Up Mass Murder in Odessa,” blazed one In-
fowars headline. Meanwhile, the Russian government fed off the very 
headlines it had ordered written. The Russian foreign minister declared 
that, given the news of atrocities, it was now Russia’s solemn duty “not 
to allow fascism to spread throughout Europe and the world at large.”

As time passed, the supposed atrocities grew even more troubling. 
Russian state media described how Ukrainian soldiers had stripped a 
3-year-old to his underwear, then crucified him “just like Jesus”  —  right 
before strapping the mother to a tank and dragging her around the town 
square. There was nothing in the way of proof, but there didn’t have to 
be. The point wasn’t to be truthful, but to justify an invasion.

Soon enough, thousands of Russian troops were streaming into 
Ukraine. Although these troops did what they could to conceal their 
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identities, as we saw in chapter 3, they couldn’t escape the spotlight of 
the same social media platforms they’d deftly manipulated. Some eth-
nic Russians in Crimea, enthusiastic about the prospect of reunification, 
took selfies with the occupiers and posted them on Instagram (“Sweet-
est guys,” one caption read). In a bit of internet wordplay, they took to 
calling these heavily armed soldiers in unmarked uniforms “little green 
men.” The Russians themselves couldn’t keep from talking. On his VK 
account, one artilleryman bragged, “We pounded Ukraine all night.” 
This chatter fed a new flurry of OSINT analysis. The investigative team 
at Bellingcat found the Russian military had awarded more than 10,000 
medals for “combat operations” at a time when Russia wasn’t officially 
fighting anywhere.

Across the world, no one knew what to make of it. The United 
States and its European allies imposed sanctions and went on their 
highest military alert since the Cold War, all for something that offi-
cially wasn’t happening. It was an invasion that wasn’t, a major conflict 
that one side flatly refused to acknowledge it was fighting. Russia had 
used social media not only to stoke the fires of conflict, but also to cre-
ate something akin to a “Schrödinger’s war”: a perception-warping, re-
ality-bending conflict that existed in two simultaneous states. “This, 
in short, was no traditional military invasion; it was hybrid warfare in 
which goals were accomplished even before the adversary understood 
what was going on,” former U.S. ambassador to NATO Ivo Daalder ex-
plained. His military counterpart, General Philip Breedlove, then su-
preme allied commander of NATO, called it nothing less than “the 
most amazing information blitzkrieg we have seen in the history of in-
formation warfare.”

But it was something even more than that. On the ground in separat-
ist-occupied Donetsk, journalist David Patrikarakos scrolled through 
frenzied Ukrainian social media feeds even as he listened to shells fall-
ing on the city outskirts. He realized these two worlds were inextrica-
bly linked. “I began to understand that I was caught up in two wars: one 
fought on the ground with tanks and artillery, and an information war 
fought . . . through social media,” he wrote. “And, perhaps counterintui-
tively, it mattered more who won the war of words and narratives than 
who had the most potent weaponry.” The result was a violent, confus-
ing, paralyzing mess  —  precisely as Russia intended.
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Following the success of the Ukrainian offensive, these informa-
tion campaigns grew in number, intensity, and daring. Against the Bal-
tic states of Latvia, Lithuania, and Estonia  —  newer members of the 
NATO alliance with large ethnic-Russian minorities  —  the strategy 
was much the same as it was in Ukraine. There were the wildfire ru-
mors, like a fake viral story that NATO soldiers had raped a 15-year-old 
Lithuanian girl. There were the troll brigades that consistently swarmed 
Latvian news portals, decrying the Latvian government and the West 
while praising Russia. There was even a glittering new media service, 
Baltica, launched as part of the aforementioned RT network of govern-
ment media, and funded by the Russian government through a series of 
shell companies. The Estonian version of the site marketed itself as “an 
experimental publication with the goal to show readers a positive out-
look on life.” In actuality, it spread strange and scary rumors, such as 
how American soldiers in Estonia for NATO defense exercises were ac-
tually planning to confiscate Estonian cars.

Here, the main goal was to till the soil, planting seeds of future op-
erations if they were ever needed. Lithuanian officials described how 
a stealthy social media campaign was essentially rewriting history, 
spreading rumors that large swaths of Lithuanian territory had been  —  
and would always be  —  Russian. Secession causes were seeded. Some 
pro-Russian Lithuanian activists began to create Facebook pages that 
called for independent, ethnic-Russian enclaves similar to the puppet 
states Russia had carved out of eastern Ukraine. “If we lose the informa-
tion war today,” a Lithuanian military information specialist warned, 
“tomorrow we may be fighting with weapons.”

Farther afield, the purpose of these Russian information offensives 
was to add a fifth “D” to the classic disinformation goals we explored 
in chapter 4. In addition to dismiss, distort, distract, and dismay, these 
messages were intended to divide. An obvious wedge was the issue of 
Syrian refugees, who had fled their homeland by the millions to seek asy-
lum in Europe, leading to sharp disagreements between the members of 
the European Union. Germany  —  bedrock nation of both NATO and 
the EU  —  had made waves when it announced that there would be no 
limit on the number of migrants it admitted. And so it was to Germany 
that Russian information warriors turned their gaze.

The story, when it broke, was horrifying. A 13-year-old Russian-Ger-
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man girl had been kidnapped, beaten, and raped by three Arab mi-
grants. Moreover, the police were refusing to investigate! This sparked 
a tiny protest  —  covered only by RT  —  that was followed by a much big-
ger one as the news rocketed through the far-right German media. The 
truth was, as the weary German government explained again and again, 
the story was a hoax, made up by a girl who was embarrassed after run-
ning away from home. But their explanation was ignored. Soon the Rus-
sian foreign minister himself waded into the controversy, citing Russian 
reporting on rumors that had been spread by Russian proxies. “It is clear 
that [she] did not exactly decide voluntarily to disappear for 30 hours,” 
he said with a smirk. “I truly hope that these migration problems will 
not lead to attempts to ‘gloss over’ reality for political motives  —  that 
would be just be [sic] wrong.” With this statement, the Russian minister 
was himself glossing over reality for political motivation. But that was 
the point.

The hoax launched a legion of copycat stories, stirring anti-refugee 
sentiments in Germany and across Europe. Russian media covered ev-
ery one, and they spiraled out through the network. The meme of the 
savage, woman-defiling, brown-skinned migrant (#Rapefugees) proved 
an immense aid to the resurgence of Germany’s most stridently far-right 
nationalist political party. For the first time in nearly sixty years, it won 
enough votes to see its candidates seated in the German parliament.

Wherever internal division festered, Russian propagandists sup-
ported it from afar. In 2014, they weighed in on the Scottish indepen-
dence referendum. In 2016, they promoted the UK’s Brexit proposal 
even more aggressively, and subsequently labored to guide the outcome 
of the U.S. presidential election. In 2017, when the Spanish region of 
Catalonia teetered on the brink of secession, Russian media and prox-
ies emerged as the dominant pro-independence voices, their every mes-
sage amplified by an army of bots. When tiny Montenegro moved to 
become the twenty-ninth member of NATO, online operatives worked 
doggedly to tear the nation apart. This army of bots was later revealed 
to be laying the foundation for a plot by Russian-supported extremists 
to assassinate the prime minister and overthrow the government. The 
plot was narrowly averted when local police discovered machine guns, 
sniper rifles, and an RPG hidden near the prime minister’s home.

Eventually, even the typically fractious legislature of the European 
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Union had had enough. We are “seriously concerned by the rapid ex-
pansion of Kremlin-inspired activities in Europe,” the European Par-
liament declared. “Hostile propaganda against the EU and its member 
states seeks to distort the truth, provoke doubt . . . and incite fear and 
uncertainty among EU citizens.”

Putin answered with disdain. “We are observing a certain, quite ob-
vious, degradation . . . of how democracy is understood in Western soci-
ety,” he said. He expressed mock surprise that after “trying to teach us 
democracy,” the EU was silencing alternative opinions. In his response, 
the Russian president seemed like nothing so much as an internet troll 
made flesh.

For all of Russia’s efforts, though, there is nothing inherently Russian 
about this new, potent kind of information conflict that has infested war 
and politics alike. Instead, it is merely emblematic of larger truths in the 
social media age. Bots, trolls, and sockpuppets can invent new “facts” 
out of thin air; homophily and confirmation bias ensure that at least a 
few people will believe them. On its own, this is grim enough, leading 
to a polarized society and a culture of mistrust. But clever groups and 
governments can twist this phenomenon to their own ends, using viral-
ity and perception to drag their goals closer within reach. Call it disin-
formation or simple psychological manipulation. The result is the same, 
summarized best by the tagline of the notorious conspiracy website In-
fowars: “There’s a war on . . . for your mind!”

These offensives abide by two basic principles. The first is believabil-
ity. Engineered falsehoods work best when they carry what seems like 
a grain of truth. They play on existing prejudices, seeking to add just 
one more layer to a narrative that already exists in the target’s mind. Re-
call the KGB’s Operation INFEKTION, the Cold War claim that the 
U.S. military invented AIDS. During that era, Ladislav Bittman served 
alongside the KGB in its allied Czechoslovakian intelligence service’s 
disinformation department. In a 1985 book, he explained how “every 
disinformation message must at least partially correspond to reality 
or generally accepted views.” The AIDS disinformation campaign, for 
example, didn’t invent a new threat; instead, it leveraged people’s fears 
about a well-known but then mysterious disease.

The internet, and especially its memetic elements, enables this fur-
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ther. For instance, as bizarre as the #Pizzagate hoax may have seemed, 
it effectively leveraged a canon of Clinton-linked controversies that 
stretched across every social media platform for over a decade. So, too, 
the stories told to prime the Ukrainian war  —  of babies being crucified  
—  built upon the real atrocities of past wars. And social media’s very 
form lowers the credibility threshold even more: whatever the news, if it 
comes from friends and family, it is inherently more believable.

The second principle of these stealthy information campaigns is ex-
tension. The most devastating falsehoods are those that extend across 
vast numbers of people as well as across time. They spread by how they 
linger, formed in such a way that the very act of denial breathes new 
life into the headline, helping it burrow deeper into the collective con-
sciousness. Such engineered stories work like barbed arrows, spread-
ing more infection and rot even as the victim struggles to remove them. 
The more salacious the accusation, the better. There is a famous politi-
cal legend that Lyndon Baines Johnson, falling behind in one of his first 
local elections, ordered his campaign manager to spread the rumor that 
his opponent was a “pig-fucker.” The manager protested, saying there 
was no proof. “I know,” Johnson replied. “But let’s make the sonofabitch 
deny it.”

The internet makes it even easier to strike and then prolong the ag-
ony. Social media algorithms work by drawing attention to content that 
trends on their networks, even (and especially) when people are out-
raged by it. The result is the virtual equivalent of a grease fire, where 
widespread condemnation of something ensures that new groups of 
users see it and condemn it in turn. Because virality is incompatible 
with complexity, as content trends, any context and details are quickly 
stripped away. All that remains is the controversy itself, spread unwit-
tingly by people who feel the need to “weigh in” on how fake or nonsen-
sical it sounds. Even as they complain about how big it has gotten, they 
make it bigger.

Shortly after the election, Jack Posobiec, the infamous #Pizzagate ar-
chitect and urinalysis officer, provided a perfect illustration of this dy-
namic at an anti-Trump protest in Washington, DC. Posobiec would 
later be captured in online reports infiltrating the crowd gathered out-
side the Trump International Hotel and holding aloft a shocking sign  —   
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“Rape Melania”  —  just long enough for one of his coconspirators to 
snap a picture of it.

Thanks to Posobiec’s network of alt-right proxies and promotion on 
Russia’s RT, the image quickly went viral. Soon #rapemelania became 
one of Twitter’s top-trending hashtags, with tens of thousands of Twit-
ter users all screaming at the same nonexistent adversary. Even the very 
trend itself became a point of outrage, spurred on by Breitbart’s smug 
headline: “Twitter Allows ‘Rape Melania’ to Trend After Site Explodes 
with Trump Assassination Threats.” The controversy then launched a 
series of angry follow-on conversations about everything from the hy-
pocrisy of Trump fans crowing about a sexual assault that didn’t hap-
pen to the dangers of the perceived “violent left” that would seemingly 
endorse such a crime. (In text messages later published online, Poso-
biec also admitted that he started an “assassinate Trump” chant, hoping 
others would join in.) Then came the realization for some that it had all 
been a hoax. As the “Rape Melania” sign swept social media, a dedicated 
group of activists, reporters, and Wikipedia editors worked to tie Poso-
biec’s name to the stunt. This effort started a fresh battle of accusations 
and arguments, as Posobiec denied the published text messages show-
ing him and his collaborators brainstorming the plot (“Fuck Melania” 
was decided to be “too subtle”), while pro-Posobiec forces resorted to 
the classic troll tactic of playing the victim, angrily accusing other Wiki-
pedia users of “character assassination.”

But one story was lost amid the commotion: the motivations of any 
of the hundreds of demonstrators who had shown up in the first place. 
With a single act of misdirection, their purpose and message essentially 
disappeared.

Importantly, these veiled information operations are effective be-
cause they’re part of a broader strategy that combines the unseen and 
seen in a vicious one-two punch. Posobiec’s “Rape Melania” gambit 
worked because he could count on a vast network of pro-Trump social 
media accounts to make it go viral, a situation that was then amplified 
by the combination of a network of media outlets and Twitter’s own 
trending algorithms. The stratagem was little different from one that 
ISIS or Russia or any other information warrior would use.

It might seem that these battles never truly end (indeed, in discuss-
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ing the incident, we now become part of its back-and-forth, as will 
you if you post online what you just read), but they do have clear win-
ners and losers. The point comes  —  often quickly  —  where the main 
objective has been achieved. With a few seconds of work, “Rape Me-
lania” is now forever associated with a chilly November 2016 protest. 
With a few weeks of online foment, Ukraine was plunged into war. 
And as the targets try to untangle themselves and fight back, their op-
ponents are busy plotting the next offensive. Just as with ISIS’s pro-
digious propaganda output or BuzzFeed’s relentless grinding for vi-
ral hits, all of these battles are also experiments, both for the actors 
in them and for the wider world, teaching all what works for the  
next fight.

And in this sort of war, Western democracies find themselves at a dis-
tinct disadvantage. Shaped by the Enlightenment, they seek to be logi-
cal and consistent. Built upon notions of transparency, they seek to be 
accountable and responsible. These are the qualities that made them so 
successful, the form of government that won both world wars and the 
contest of superpowers in the last century. Unfortunately, they are not 
the values of a good troll, be it a urinalysis officer turned provocateur, a 
celebrity turned politician, or a nation applying them as a global strat-
egy for information war.

When Ukraine announced the creation of a volunteer “Internet 
army,” Russian propagandists turned it into a joke. When Germany 
launched the Center of Defense Against Disinformation to combat 
fake rumors and teach citizens to be critical of Russian sources, an RT 
broadcaster observed (not incorrectly) that it carried echoes of a “min-
istry of truth.” When U.S. intelligence services documented evidence 
of Russian interference in the 2016 presidential election in order to in-
crease public awareness of information war and generate support for 
U.S. countermeasures, it was quickly twisted into an alleged plot by the 
“deep state.” The openness of these nations has become just another 
wedge to be exploited.

But all is not so dark. For that very openness, both of democracies 
and the internet that only an open democracy could create, also widens 
the fight. The more confused and nonlinear war gets, the more partici-
patory it becomes.
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WAR BETWEEN EVERYONE

The shrouded figure gazes into the camera. It wears a white mask with 
cartoonishly arching eyebrows, a wide mustache turned up at both 
ends, and a thin, pointed beard. The mask’s mouth carries an oversized, 
sinister smile. Its computerized voice rings out, condemning the crimes 
being committed by the self-declared Islamic State and also promising 
vengeance. “We are held by a code of honor to protect those who are de-
fenseless, both in the cyber world and the real world.”

The figure folds its hands, black suit contrasting with the sepia-tinted 
globe behind it. The video ends with a motto intended to send chills 
down the spine of any internet user.

We are Anonymous.
We are Legion.
We do not forgive.
We do not forget.

And finally, as the screen fades to black:

Expect us.

When ISIS rocketed to digital prominence, it drew the attention of 
the world, but also an unexpected adversary: members of the hacktivist 
group Anonymous. The Islamic State’s viral propaganda struck a nerve. 
Viewing themselves as the guardians of the internet, Anonymous de-
cided to fight back.

The counterattack began in stumbling, jumbled confusion, a mob of 
random trolling and harassment. Digital vigilantes surfed the massive, 
public ecosystems of platforms like Twitter and YouTube, relentlessly 
taunting ISIS militants about their sex lives (you quickly felt sorry for 
the goats) and flagging accounts for deletion. ISIS websites were over-
loaded with message traffic and knocked offline. Japanese hacktivists, 
spurred by the brutal beheading of two Japanese hostages, targeted one 
of the Islamic State’s most precious assets: its Google ranking. They 
wrote programs to bombard ISIS-related search terms, replacing mes-
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sages of jihad with a black-robed, green-haired anime character (named 
ISIS-chan) with a cute smile and a strange obsession with melons.

Although the Anonymous effort inspired plenty of thrill-seekers who 
jumped into anti-ISIS operations for only a few days (spending most of 
that time editing their own epic YouTube declarations of war), the churn 
and madness gradually forged a cadre of hacktivists cut from a different 
cloth. For these men and women, throwing their lives into battling the 
“Cyber Caliphate,” hatred of the Islamic State was visceral  —  and often 
intensely personal. There was the U.S. military veteran DigitaShadow, 
based in the backwoods of the American South, who hunted the dark 
web for ISIS sanctuaries; a former Miss Jordan beauty pageant queen, 
Lara Abdallat, who pushed back against ISIS propaganda on Twitter; 
and the European transient Mikro, a product of foster homes and juve-
nile prison, who harnessed his Arabic-language skills and restless energy 
to locate, flag, and eliminate ISIS social media accounts across the web.

Over time, these dissidents pooled their efforts into a weird, new on-
line organization that was equal parts hacking collective, troll factory, 
and amateur spy ring. ISIS websites were systematically targeted and 
destroyed with military efficiency. Teams of volunteers maintained a 
rotating list of tens of thousands of ISIS Twitter accounts, crafting algo-
rithms to concentrate their fire and banish ISIS mouthpieces as quickly 
as they were created. Other hacktivists posed as would-be recruits, pen-
etrating deep into ISIS networks to harvest snippets of personally iden-
tifying information and pass them on to governments. In a surreal turn 
of events, one faction even founded an internet security group, prom-
ising “cyber terrain vigilance” and competing for contracts with other 
cybersecurity firms that had themselves been created to defend against 
Anonymous.

As this weird internet war rumbled onward, it sometimes blurred 
with the “real” one. In Tunisia, eagle-eyed members of the collective 
spotted evidence of an impending attack on social media, leading to the 
arrest of eleven suspected militants. ISIS recruiters in Indonesia, care-
less in masking their IP address, awoke to a police raid, their identities 
leaked by hacktivists halfway around the world.

Devoted as the hacktivists were, the accumulated impact of their 
campaign was modest. They couldn’t stop the flow of foreign recruits to 
ISIS. Their Twitter trolling could hardly liberate Syria and Iraq.
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But that wasn’t the goal. The point of the anti-ISIS campaign, ex-
pressed repeatedly by those who fought it, was simply to push back; to 
mount a resistance where before there had been none. Most netizens, 
much as they despised ISIS, weren’t going to march into a military re-
cruiting station and undergo a year’s worth of training in order to one 
day possibly  —  possibly  —  get to fight ISIS on the ground. But almost 
anyone could join this fight. They could spend their lunch breaks scan-
ning Twitter for new ISIS accounts, feeding them into a community 
spreadsheet to ensure they were reported and deleted as quickly as pos-
sible. This was a tiny but perceptible way to chip away at the Islamic 
State’s propaganda apparatus, open to all comers with a basic internet 
connection.

This fight was just one of the many wars that have broken out on-
line, in which an army of volunteers have rushed into the battle. Wiki-
pedia editors fought to preserve the truth of the “Rape Melania” hoax, 
while unpaid Bellingcat analysts investigated the shootdown of MH17. 
Indeed, when both the U.S. government and social media firms delayed 
taking action against Russian bots and sockpuppets in 2016, it was a 
group of think tank wonks who started to track them down.

Yet the combatants extend beyond these cyber-minutemen con-
sciously volunteering for the cause. As modern warfare turns increas-
ingly on the power of internet operations, it renders everyone a poten-
tial online combatant. Any particular message, image, video, or status 
update has the chance of achieving virality. Such content can work to 
the benefit of one side in a conflict and the detriment of another. As two 
or more online adversaries fight over the fate of that content  —  your in-
dividual choice whether to amplify, expand, suppress, or distort it  —  
even a single “like” or retweet becomes a meaningful action in an ever-
evolving information war.

We’ve seen how this dynamic has divided and destroyed, spinning 
out lies and empowering some of the worst possible people and move-
ments. But this very same force can work to the benefit of the weak-
est and most downtrodden, giving them a voice where before they had 
none. That is illustrated by another young girl, in this case motivated 
not by opportunity or loss, but by a desire for peace.

Bana Alabed was just 7 years old when her Twitter account spun to 
life in October 2016, broadcasting live from the besieged Syrian city of 

214  LikeWar

Singer_LIKEWAR_F.indd   214 7/20/18   11:21 AM



Aleppo. Her first message was poignant in its simplicity: “I need peace.” 
Over the following days and weeks of the siege, Bana’s messages were 
a surreal mix of harrowing updates (“We are sure the army is captur-
ing us now”), images of bombed-out buildings, and the musings of a lit-
tle girl trapped by circumstances beyond her control (“I miss school so 
much”).

In many ways, Bana’s online diary of thoughts made her a modern-
day Anne Frank, except in this case she was exposing the horrors of war 
in real time. (Frank’s written diary wasn’t published until six years after 
her death in the Holocaust.) In just two months, Bana amassed 200,000 
Twitter followers, in the process becoming a human face for the hun-
dreds of thousands of civilians caught in a messy civil war. At the same 
time, she gained powerful fans. Before an audience of millions, she cor-
responded with Harry Potter author J. K. Rowling, receiving free copies 
of Rowling’s books and exposing a massive cross-section of Potter fans 
to the horrors of Aleppo.

As Bana’s account rocketed to global prominence, she sparked new 
information conflicts of her own. Critics alleged that Bana was actually 
a sockpuppet manufactured by the Syrian opposition, or that she was 
part of a top-secret propaganda operation run out of Britain. Rogue ac-
counts were created, trying to trick people interested in Bana to click on 
them instead. They purported to show a little girl in a hijab with a gun, 
the insinuation that Bana was actually a jihadist. Then, as Bana weath-
ered night after night of artillery bombardment (“I am very afraid I will 
die tonight. This bombs [sic] will kill me now”), even the president of 
Syria personally attacked the child. She was part of a “game of propa-
ganda,” Bashar al-Assad said, concocted by “terrorists.” The social me-
dia account of a 7-year-old girl had become a new flash point in the Syr-
ian civil war’s ever-evolving information battle.

The truth (eventually cobbled together by a Bellingcat investigation) 
was that Bana was indeed real: a young girl who had found a powerful 
outlet for her hopes and dreams through her instantly viral Twitter ac-
count. There was one caveat, though. Bana wasn’t doing the tweeting 
alone; her English-literate mother, trained as a reporter, was helping her. 
This either proved or disproved her authenticity, depending on which 
side you took in the fight. Yet everything else  —  the videos of her stand-
ing amidst playground rubble, the plaintive cries for help as the shells 
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fell around her house  —  was as real as it was heart-stopping. Even after 
Bana and her family escaped Syria, she would remain a powerful voice 
for Syria’s refugees. It was a voice that couldn’t have existed just a de-
cade before.

But in its democratization of conflict and elevation of new voices, so-
cial media presents a challenge. Whereas users like Bana employ the in-
ternet to call for the end of war, others are eager to use it to start a new 
one. This dilemma is best captured in the Chinese proverb “If you ride 
a tiger, it’s hard to get off.” And China, where the internet has been ap-
propriated as a tool to promote unitary nationalism, may be the best il-
lustration of this danger.

As we have seen, through a careful strategy of web and social engi-
neering, the Chinese regime has brought the masses online and woven 
the online discourse into a strongly patriotic community. But this same 
massive community can become a hive that erupts in anger at the slight-
est international provocation. Amidst Taiwan’s 2016 general election, 
for instance, one of the most popular phrases on Weibo translated as 
“use force to unify Taiwan.” In discussions with its neighbors over dis-
puted islands, the common tone on Chinese social networks has been 
conveyed in messages like this: “Even if China is a graveyard, still need 
to kill all Japanese. Even if no grass grows in China, still need to recover 
Diaoyu Islands.” Following an international court ruling that rejected 
China’s sweeping territorial claims to the South China Sea, Chinese so-
cial media erupted with hundreds of thousands of furious comments, 
many calling for war. The anger, which had originally been stoked by 
the government, quickly spooked senior party officials; in response, 
censors and state media worked overtime to restrain the very forces 
they had helped unleash.

What has been most alarming for the regime, however, is that the 
hive no longer roils at foreigners alone, but also at Chinese government 
actions that fall short of the most stridently patriotic standards. After 
the transit of a U.S. Navy destroyer through contested waters, for exam-
ple, the fury of Chinese social media users was directed not just at the 
United States, but also at its own military  —  once an unassailable insti-
tution. “Stop boasting and fight!” became a common refrain.

For the Chinese regime, dependent above all else upon the illusion 
of consensus, the spontaneous political movements enabled by the in-
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ternet represent a potentially existential threat. When the crowd cries 
for violence, its desires cannot be satisfied  —  but neither can they be 
wholly ignored. “Domestic voices calling for a more muscular Chinese 
foreign policy have created a heated political environment,” writes for-
mer U.S. State Department official Thomas Christensen. “Gone are the 
days when Chinese elites could ignore these voices.” Even if politicians 
disregard this fervor, it’s unclear if the generals will. The door is being 
slowly opened to a bizarre but not impossible future where the world’s 
great powers might fall to bloodshed due  —  in part  —  to matters getting 
out of hand online.

In this dynamic, one is reminded of how the First World War began. 
As war clouds gathered over Europe in 1914, the advisors to both the 
German kaiser and the Russian tsar came to the same curious conclu-
sion. Confiding in their diaries at the time, they wrote that they feared 
more the anger of their populace if they didn’t go to war than the conse-
quences if they did. They had used the new communications technol-
ogy of the day to stoke the fires of nationalism for their own purposes, 
but then found that these forces had moved beyond their control. Fear-
ing that not going to war would cost them their thrones, the monarchs 
started the war that . . . cost them their thrones.

The thread that runs through all these strange internet skirmishes is 
that they take place simultaneously, in the same space. Sometimes, the 
conflict is between feuding celebrities; other times, nations embroiled 
in a life-and-death struggle. Sometimes, these battles dominate social 
media chatter completely; other times, they pass with nary a mention.

There aren’t two or ten of these conflicts, but many thousands, all un-
folding at once and leaving no one and nothing untouched. By merely 
giving them our attention, we become a part of them. Like cyberwar, 
these LikeWars are also about hacking. But they’re not targeting com-
puter networks  —  they’re targeting human minds.

There’s one more aspect that makes them different from the conflicts 
of the past. Anyone can fight in them, but all the combatants are equally 
powerless in one key, new way. For while these warriors of LikeWar each 
fight their own personal and global wars across the internet, they aren’t 
the ones writing its rules.
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8
Masters of the Universe
The New Rules and Rulers of LikeWar

There’s a war out there, old friend. A world war. And it’s not 
about who’s got the most bullets. It’s about who controls the 
information. What we see and hear, how we work, what we 
think . . . it’s all about the information!

  —  Cosmo, in Sneakers

THEY SAY NECESSITY IS THE MOTHER of invention. For Chad 
Hurley, Steve Chen, and Jawed Karim, that necessity was seeing Janet 
Jackson’s nipple.

During the live television broadcast of the 2004 Super Bowl, super-
stars Janet Jackson and Justin Timberlake teamed up for a duet at half-
time, coming onstage soon after a salute to the troops fighting in Iraq. At 
the very moment that Timberlake sang “Bet I’ll have you naked by the 
end of this song,” he reached across to tear off a piece of Jackson’s top. 
For nine-sixteenths of a second, her bare breast stood exposed to the 
Houston air  —  and to 140 million viewers. What followed was dubbed 
“Nipplegate,” weeks of cultural commentary and hand-wringing about 
small children and stolen innocence. The Federal Communications 
Commission was flooded with a record-shattering 540,000 complaints. 
America Online, which had spent $10 million to sponsor the show, de-
manded its money back.

Yet as much as everyone was talking about what had happened, it was 
nearly impossible to find the uncensored evidence. Newspapers weren’t 
showing it. Networks weren’t showing it. And angry, soon-to-be-irrel-
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evant America Online certainly wasn’t showing it. The videos of Jack-
son’s “wardrobe malfunction” were out there; they just needed to be 
hosted in one searchable, shareable place.

And so YouTube was born.
Yes, the website that would become the video archive of the human 

race was launched by an errant nip-slip. Yet the strangest part of the 
story wasn’t how unusual it was, but rather how typical. Nearly all of to-
day’s internet giants can be traced to such beginnings. Facebook was a 
product of the juvenile, hacked-together Facemash. Twitter was the re-
sult of a hasty pivot from a failing podcasting service, originally mar-
keted to the San Francisco rave scene. Even Google started with two 
Stanford nerds just trying to write a half-decent dissertation.

This is the DNA of the social media ecosystem: nearly universally 
male, white, drawn from America’s upper middle class, and dedicated, 
at least initially, to attacking narrow problems with equally narrow so-
lutions. Despite their modest, usually geeky origins, these founders now 
rule digital empires that dictate what happens in politics, war, and soci-
ety at large. It has been an uneasy reign as they come to grips with what 
it means to rule their kingdoms.

ACCIDENTAL EMPERORS

There’s no historical analogue to the speed and totality with which so-
cial media platforms have conquered the planet. The telegraph was pon-
dered for at least two generations, while the internet gestated for de-
cades in U.S. government labs. Beyond science fiction and the grand 
predictions of a few sociologists, social media was something that sim-
ply wasn’t  —  until suddenly it was.

The surprise is most obvious among the creators themselves. As their 
platforms graduated to their first thousand, million, and even billion us-
ers, these bright young founders weren’t pondering how their systems 
might be used to fight and win wars; they were mostly struggling to 
keep the lights on. More users required more servers. More servers re-
quired more investors. More investors required a sustainable business 
or, failing that, even more users. “This is the original sin of Silicon Val-
ley,” writes design ethicist Mike Monteiro. “The goal of every venture-

Masters of the Universe  219

Singer_LIKEWAR_F.indd   219 7/20/18   11:21 AM



backed company is to increase usage by some metric end over end until 
the people who gave you that startup capital get their payday.”

Everything about these services was designed with growing the busi-
ness in mind, engineering toward more users, and drawing them more 
deeply into the online experience. Consider something as innocuous 
as the “notification” icon  —  the red dot that has haunted the Facebook 
app for a decade. No part of the design is an accident. Red is the color 
of agitation and psychological arousal, the mere glimpse of which can 
lead to a spike in heart rate. It feels good to make red things go away. 
Because notifications are purposefully vague until touched, following 
them can feel like opening a present. (Is the notification a long, heartfelt 
comment from a close friend, or just another forgotten acquaintance’s 
birthday?) While the notification icon was certainly intended to make 
Facebook users’ lives easier, it was also intended to keep users buried in 
the app  —  part of what leads the average person to touch their phone 
2,617 times each day. In short, that red button provides the good news of 
the company’s value to hand to Facebook shareholders at their annual 
meeting. Although Facebook engineers were essentially putting a drug 
in users’ pockets, it wasn’t their  —  or anyone’s  —  job to consider the po-
tential side effects.

This single-minded push for growth was best illustrated by an in-
ternal memo circulated among Facebook leadership in the summer of 
2016, at the very same time Russian propagandists were running ram-
pant on the service and the Trump campaign was poring over tens of 
millions of ill-gotten Facebook profiles. “We connect people. Period,” 
a senior Facebook vice president wrote. “That’s why all the work we do 
in growth is justified. All the questionable contact importing practices. 
All the subtle language that helps people stay searchable by friends. All 
of the work we do to bring more communication in. The work we will 
likely have to do in China some day. All of it . . . Maybe it costs someone 
a life by exposing someone to bullies. Maybe someone dies in a terrorist 
attack coordinated on our tools.”

This Silicon Valley myopia would matter less if services like Face-
book, YouTube, and Twitter were simply inventions, like the telegraph 
or radio, which might be repurposed by other tech pioneers while the 
original creators enjoyed fat royalty checks. But they’re not. These com-
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panies aren’t inventions but platforms  —  services that deliver the most 
value to users who visit them frequently, often addictively.

A good parallel to the present-day titans isn’t Samuel Morse, tinker-
ing away in his workshop to build one of several competing telegraph 
services. Instead, it’s Alexander Graham Bell, whose Bell Telephone 
Company (later AT&T) would control virtually all telephone wire in 
the United States, under the motto “One Policy, One System, Univer-
sal Service.”

Scale allows the most successful Silicon Valley entrepreneurs to rule 
like absolute sovereigns over their platforms  —  and, by extension, over 
everyone who relies on them. If Mark Zuckerberg authorizes a small 
tweak to Facebook’s design  —  like replacing comment boxes with bub-
bles  —  the change will be seen by more than 2 billion users, immediately 
ranking it among the largest collective experiences in human history. In 
turn, tiny, imperceptible shifts in the newsfeed algorithm can turn pre-
viously niche media outlets into hulking behemoths while wrecking the 
fortunes of others. It can even, as we’ve seen, alter the course of Ameri-
can elections and of wars in the Middle East.

In some ways, we’re lucky that these mighty figures have chosen to 
rule their empires like benign and boring figureheads. They’re almost 
universally progressive, pledging themselves to the cause of social jus-
tice, but also striving to be militantly inoffensive in their public state-
ments. They’ve established rules and regulations that seek to mirror or 
exceed the permissive speech codes of the United States. “In the process 
of building private communities,” writes John Herrman, “these compa-
nies [put] on the costumes of liberal democracies.” In so doing, how-
ever, they’ve avoided reckoning with the extent of their own burgeoning 
influence and power.

Part of the reason is an inherent contradiction. For all the talk of 
“community,” these platforms are businesses. Their “boss” isn’t the 
United Nations or even their user base; it’s shareholders. At the end of 
the day, the metrics that matter most aren’t the number of violent crimes 
averted or the number of humans shielded from harm; they are stock 
price and year-over-year revenue. In turn, for all the transparency these 
companies have forced upon the world, their most important decisions 
still originate in closed corporate boardrooms.
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There’s also the technocratic, optimistic worldview that comes from 
companies staffed mostly by engineers working hard to build products. 
“You’re so focused on building good stuff,” explained Mike Hoefflinger, 
a former Facebook executive and author of Becoming Facebook, “you’re 
not sitting there thinking, ‘If we get lucky enough to build this thing and 
get two and a quarter billion people to use it, then this other bad stuff 
could happen.’ ”

Finally, the companies are haunted by a very real, deep cultural ten-
sion. Most of the people who build and maintain these politically piv-
otal platforms don’t particularly like politics. This ethos was on clear 
display at Hacker News, a popular Silicon Valley forum board, when 
“Political Detox Week” was announced shortly after the 2016 U.S. presi-
dential election. As the rest of the country struggled to come to terms 
with the election results, an administrator declared:

Political stories are off-topic. Please flag them. Please also flag politi-
cal threads on non-political stories. For our part, we’ll kill such sto-
ries and threads when we see them. Then we’ll watch together to see 
what happens.

Why? Political conflicts cause harm here. The values of Hacker 
News are intellectual curiosity and thoughtful conversation. Those 
things are lost when political emotions seize control. Our values are 
fragile  —  they’re like plants that get forgotten, then trampled and 
scorched in combat. HN is a garden, politics is war by other means, 
and war and gardening don’t mix.

In other words, this was a forum for “intellectual curiosity and 
thoughtful conversation,” and to this community of tech geeks, politics 
was by definition the opposite of that. Thus, at the very moment the fo-
rum members’ work had been shown to be remaking the political land-
scape, they felt they could just tune it out.

This “engineering first” mentality applies to both problems and po-
tential solutions. Whenever these companies have had to reckon with a 
political, social, or ethical dilemma  —  ironically spawned by their plat-
forms’ very success  —  they often grasp for another new technology to 
solve it. As a senior executive at one of these companies put it to us, “If 
we could use code to solve all the world’s problems, we would.”
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But for all the reasons outlined in this book, the excuses have begun 
to fall short. It is one thing to run a social media service whose biggest 
headaches are copyright infringement and naughty pictures; it is quite 
another when that same service is being used to abet terrorism, stoke 
racism, and shatter entire political systems. When Mark Zuckerberg 
entertains pleas from Ukrainian activists to break a Russian “informa-
tional blockade” or dispatches Facebook engineers to “ensure the integ-
rity of the German elections,” he is no longer simply the custodian of 
a neutral platform. When he vows that his company will devote itself 
to “spreading prosperity and freedom” or “promoting peace and under-
standing,” he is no longer simply a tech CEO. He is a new kind of leader, 
who has begun moving, reluctantly, to claim his position on the world 
stage.

Ultimately, the greatest challenge that confronts these social media 
giants has nothing to do with software code. It is a problem of corporate 
incentives, clashing cultures, and a historic revolution that has left both 
politics and Silicon Valley reeling. It is a problem of bestowing carefree 
engineers uninterested in politics with grave, nation-sized political re-
sponsibilities.

And although this is a problem with endless dimensions, at its heart 
it has always revolved around the same three questions: Should these 
companies restrict the information that passes through their servers? 
What should they restrict? And  —  most important for the future of 
both social media and the world  —  how should they do it?

Naturally, it’s another story that begins with the desire to see some-
one’s breasts.

THE DIRTY ORIGINS OF DIGITAL FREEDOM

“Marketing Pornography on the Information Superhighway: A Survey 
of 917,410 Images, Descriptions, Short Stories, and Animations Down-
loaded 8.5 Million Times by Consumers in over 2000 Cities in Forty 
Countries, Provinces, and Territories.”

When it was published in the Georgetown Law Journal in June 1995, 
Marty Rimm’s remarkably titled study became an overnight sensation. 
Rimm concluded that more than four-fifths of the nascent internet con-
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sisted of pornography, which the author claimed to have exhaustively 
cataloged. The finding was reported in every major newspaper, debated 
across TV and talk radio, and featured on the cover of Time magazine 
with a picture of a shocked toddler looking at a computer screen embla-
zoned with the new word “cyber por n.”

In many ways, it’s fitting that this instantly viral report was also a to-
tal fabrication. Marty Rimm was an attention-seeking Carnegie Mellon 
University student who’d gotten his work published by dodging peer 
review. Rimm did have another publication under his belt, The Pornog-
rapher’s Handbook: How to Exploit Women, Dupe Men, and Make Lots 
of Money, which suggested he wasn’t being entirely sincere in his state-
ments about the pornographic menace. As his work came under scru-
tiny and his claims that the internet was almost completely porn were 
debunked, Rimm vanished and eventually changed his name.

Nonetheless, the damage had been done. While 1995 was a banner 
year for the internet, as the U.S. government officially relinquished con-
trol and millions of new users jumped online, in Congress this excite-
ment gave way to moral panic. Thanks to one viral story and an audi-
ence of mostly tech-illiterate legislators, the internet now meant only 
one thing: pornography.

“The information superhighway should not become a red-light dis-
trict!” bellowed Senator James Exon, an elderly Democrat from Ne-
braska. He introduced the Communications Decency Act (CDA), 
which made it a crime to “send to or display in a manner available to” 
those under 18 years of age any communication that depicted “sexual 
or excretory activities . . . regardless of whether the user of such service 
placed the call or initiated the communication.” The punishment was 
two years in prison and a fine of $100,000. In 1996, the law passed with 
overwhelming bipartisan support.

The final law had one crucial tweak, however. Two younger U.S. 
representatives  —  Chris Cox, a Republican from California, and Ron 
Wyden, a Democrat from Oregon  —  realized that unless something 
was done to protect websites that tried to police their own networks, the 
entire internet would be paralyzed by fear of lawsuits and prison time. 
Their consequent amendment became 47 U.S.C. § 230 (1996), known as 
Section 230. It was, in the words of Wired magazine, “the most impor-
tant law in tech.”
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Section 230 provided “protection for ‘Good Samaritan’ blocking and 
screening of offensive material,” essentially ruling that no website could 
be held accountable for the speech of its users. And no website that 
made a “good-faith” effort to enforce applicable U.S. regulations could 
be punished, even if its efforts fell short. It was an amazingly permis-
sive statute buried in one of the strictest “obscenity” laws ever passed 
by Congress.

It was fortunate, then, that before the ink on the CDA had dried, the 
Supreme Court struck it down. Reno v. American Civil Liberties Union 
(1997) was the first and most important Supreme Court case to involve 
the internet. In a unanimous decision, the justices basically laughed the 
CDA out the door, noting that it massively violated the First Amend-
ment. The only part of the CDA that survived was Section 230. Over 
the ensuing years, it would be consistently challenged and upheld. With 
each successful defense, its legal standing grew stronger. Outside of two 
specific exemptions (federal criminal law and intellectual property), the 
internet was mostly left to govern itself. As a result, most early corporate 
censorship  —  more politely known as “content moderation”  —  would 
come not because of government mandate, but to avoid involving gov-
ernment in the first place.

As ever, money was the driver. Over the next decade, questions re-
garding what constituted permissible online speech centered not on 
politics or propriety, but on property. Blogger (eventually acquired by 
Google), for example, was an early self-publishing hub that enabled mil-
lions of users to set up websites free of charge. And yet a visitor to Blog-
ger’s home page in 1999 would find no list of rules, only a friendly re-
minder to properly configure your URL so you could be added to the 
master blog roll. Some blogs might host racist rants and pornography, 
the thinking went, but so what? This wasn’t a problem  —  it was the 
whole reason services like Blogger existed: to share the panoply of hu-
man expression, emotions, and beliefs.

By contrast, violations of intellectual property rights were covered 
not by the permissive Section 230, but by the much stricter 1998 Digital 
Millennium Copyright Act (DMCA). This law imposed a maximum 
prison sentence of five years or a fine of $500,000 for the first offense of 
posting material for which someone else held a copyright. Fortunately, 
much like Section 230, the law also included a “safe harbor” provision. 

Masters of the Universe  225

Singer_LIKEWAR_F.indd   225 7/20/18   11:21 AM



If websites promptly responded to a takedown notice filed by the copy-
right holder  —  without pausing to consider the merits of the request  —  
they could avoid being sued or jailed.

Ground zero for the copyright battle was YouTube, whose nature 
made it an irresistible target for hosting copyrighted songs or videos. 
In 2006, YouTube placed a ten-minute limit on its videos, reasoning 
that longer clips were likely to be illegally hosted TV shows or movies. 
A year later, notably following Google’s $1.7 billion acquisition of the 
company, YouTube introduced its “Content ID” system, which assigned 
a unique digital fingerprint to tens of millions of copyrighted files. If 
Content ID spotted a match on YouTube’s servers, the file was automat-
ically flagged for removal. This was the first use of sophisticated, wide-
scale automation to control user content on a U.S. website. It was a sign 
of things to come.

In another sign of things to come, the automated system went too 
far, disabling videos that contained even an incidental glimpse of copy-
righted material. Just a few wayward seconds  —  like Katy Perry’s “I 
Kissed a Girl” playing in the background of a video shot in a crowded 
bar  —  was enough to nuke a whole clip. In 2008, Republican presiden-
tial candidate John McCain complained that his political ads were be-
ing automatically removed because they contained brief clips from 
broadcast news. Digital rights activists gleefully reminded McCain that 
he’d voted the DMCA into law a decade earlier.

Happily, a small reprieve from copyright laws would arrive later that 
year, following an epic legal battle between the artist formerly known as 
Prince and a 13-month-old baby. The baby had been marked as a “copy-
right violator” after his mother uploaded a video of him pushing a toy 
stroller and laughing as Prince’s “Let’s Go Crazy” played for precisely 
twenty seconds in the background. The judicial ruling found, essen-
tially, that the whole thing was ridiculous and that internet users had a 
right to plead “fair use” before their content was eradicated. YouTube’s 
copyright-sniffing algorithm was allowed to relax  —  but not much.

Even as they strengthened their copyright controls, however, emerg-
ing social media titans confronted a far more horrifying problem: child 
pornography. Under Section 230, websites enjoyed broad legal immu-
nity against charges of child abuse or exploitation. But use of a platform 
by child porn distributors wasn’t just a legal problem; it was a moral im-
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perative, one whose mere mention could sink a company’s reputation. 
In 2009, Microsoft announced a free service called PhotoDNA. Ap-
plying a system much like that of Content ID, PhotoDNA compared 
each posted image and video with a massive database and instantly 
flagged any matches. Every major social media platform would even-
tually adopt the tool, essentially eliminating child pornography from 
their networks. Today, this top-secret, U.S. government–sanctioned da-
tabase hosts more than a million instances of child pornography.

Other than addressing copyright infringement and child porn, by 
the mid-2000s Silicon Valley companies still did little to regulate user 
speech, clinging to the laissez-faire principles of the first generation of 
internet pioneers. But as the internet’s population passed 1 billion, that 
age had clearly ended. Social media platforms were clogged with eager 
users, including half of all American teenagers. Flush with hormonal 
drama and anguish, the vast digital commons increasingly resembled a 
powder keg. All it needed was a spark.

That spark was provided in 2006, when the handsome, athletic, 
16-year-old Josh Evans joined Myspace, the then-dominant social net-
work. He liked the bands Rascal Flatts and Nickelback; among his 
“turn-ons” were tongue piercings and ear nibbling. He’d lived a hard 
life, born to a single mother who bounced between jobs. Nonetheless, 
Josh was upbeat. His goal, he confided, was to “meet a great girl.”

Sadly, Josh had one flaw: he wasn’t real. He was a hoax  —  in the words 
of journalist Lauren Collins, “an online Frankenstein’s monster.” He 
was a sockpuppet built to exploit the hopes and vulnerabilities of one 
teenage girl.

That target was 13-year-old Megan Meier, who  —  like most teenag-
ers  —  maintained roller-coaster relationships with her peers. As she en-
tered eighth grade, she fell out with a friend who lived just four houses 
away. That friend’s mother, 47-year-old Lori Drew, created Josh to spy 
on Meier, to see if the girl was saying mean things about her daughter. 
Drew solicited help from a 19-year-old employee of her small business 
and two other teenagers to run the fake account. Josh began a warm, flir-
tatious online friendship with Meier. The attractive boy always seemed 
to know exactly what to say to make Meier happy. Indeed, how could he 
not? His creator knew Meier well; in a happier time, she had even joined 
the Drew family on vacations.
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The ruse soon turned to tragedy. After Meier got into an angry on-
line argument with other classmates, Josh abruptly turned on her, tak-
ing the other kids’ side and peppering her with insults. In shock, Meier 
fled from the family computer and retreated to her room. When her 
mother checked on her a short time later, the 13-year-old was dead, 
hanging from an Old Navy belt. Her bereaved father uncovered the last 
message sent by Josh: “You’re a shitty person, and the world would be a 
better place without you in it.”

The story swelled into a major scandal. Drew and her accomplices 
were tried for conspiracy, convicted, but then acquitted. Their actions 
were simply too new to have clearly violated any existing laws. That 
soon changed. As outrage spread and more reports emerged of online 
harassment, dozens of states enacted “cyberbullying” laws. For the first 
time, many Americans were forced to reckon with the potentially deadly  
offline consequences of online actions.

For social media platforms, the death of Megan Meier was also a 
wake-up call. Myspace had never been in serious legal jeopardy. Indeed, 
Myspace was technically a victim, listed alongside Megan in the high-
profile court case, because Drew had falsely represented herself to the 
company. But in the court of public opinion, the world’s largest social 
network faced a public relations disaster. If Myspace had done some-
thing, anything, might that young girl still be alive?

For Myspace, Megan’s death was a setback from which it never re-
covered. For Silicon Valley at large, it was a sign that “terms of service” 
could no longer be a simple check box to placate jumpy investors. These 
user agreements had to become a new kind of law, penned by private 
corporations instead of governments, to administer communities of un-
precedented scale. To be effective, these terms would have to be regu-
larly monitored and updated, pulling engineers ever closer to the task of 
“regulating” free speech. To do otherwise  —  to leave hundreds of mil-
lions of users to say or do whatever they pleased  —  risked the govern-
ment jumping in and passing ever more stringent legislation. In other 
words, to allow truly free speech would be financially ruinous.

Among the companies destined to rule the new social web  —  Twitter, 
Google, and Facebook  —  a shaky consensus emerged. All three banned 
personal threats or intimidation, soon expanding to include a more 
general ban on harassment. All but the free-spirited Twitter banned 
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graphic violence and pornography, which included taking a hard-line 
stance against nudity. These rules seemed simple. They’d prove to be 
anything but.

For Twitter, staffed by many of the same members of the idealistic 
team that had founded the original Blogger, the goal was to create a free-
flowing platform, a libertarian ideal. “We do not actively monitor and 
will not censor user content, except in limited circumstances,” declared 
Twitter’s longstanding mission statement. A Twitter executive proudly 
described the company as “the free speech wing of the free speech 
party,” reminding all that it was the place to launch protests and topple 
dictators. By design, Twitter accounts were anonymous and essentially 
untraceable. All accounts could speak to all other accounts, unfiltered.

The free speech haven became a perfect platform for rapid news dis-
tribution, but also a troll’s paradise. A graphic, personal threat wasn’t 
allowed, but anything short of that  —  like telling a Jewish user what 
would hypothetically happen to them in a second Holocaust  —  was fair 
game. The worst fate that could befall a Twitter user was an account 
ban, but as one neo-Nazi derisively pointed out to us, it took mere sec-
onds to create a new one. As a result, the free speech haven became, in 
the words of one former employee, a “honeypot for assholes.”

The first case of sustained harassment on Twitter occurred in 2008, 
as a female tech blogger endured months of insults, threats, and stalk-
ing from a network of anonymous accounts. “Twitter is a communica-
tion utility, not a mediator of content,” one founder coolly replied, as 
the backlash grew. For years, despite the paltry protection of its terms 
of service, Twitter would remain a brutally hostile place for women and 
nonwhite users. It would take until 2013  —  amid a massive, sustained 
harassment campaign against female members of the British Parlia-
ment  —  for Twitter to introduce a way for users to directly report abu-
sive tweets.

A year later came “Gamergate,” an absurd scandal that began over 
the complaints of an obsessive ex-boyfriend and protests over “ethics in 
gaming journalism.” It ended with literally millions of abusive tweets 
hurled at a handful of female video game developers, the effective birth 
of the alt-right political movement, and an inquest by the United Na-
tions. “Freedom of expression means little as our underlying philosophy 
if we continue to allow voices to be silenced because they are afraid to 
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speak up,” Twitter’s new general counsel concluded. By the end of 2015, 
the company’s promise not to censor user content had vanished from its 
mission statement.

Ironically, YouTube’s more restrictive terms of service (“Don’t cross 
the line,” it said in big bold letters) led it almost immediately into thorny 
political questions. The platform banned “unlawful, obscene [or] threat-
ening” videos. But this content proved difficult to define and regulate. 
The first challenge came in 2007, when Mexican drug cartels flooded 
the service with music videos that featured the mutilated bodies of their 
enemies, intended to boost recruitment. YouTube tried to remove the 
videos as it discovered them. That seemed easy enough. However, the 
same year, YouTube also deleted the videos of an Egyptian anti-torture 
activist, whose work necessarily documented torture in order to com-
bat it. Following an angry backlash from human rights groups, those 
videos were reinstated. In 2008, YouTube removed video of an air strike 
on a dozen Hamas fighters, whereupon the Israeli Defense Forces com-
plained about the loss of its “exclusive footage.”

But these relatively simple approaches by Twitter (avoid interven-
tion) and YouTube (content bans) hardly registered next to the com-
plex content moderation policies that emerged at Facebook, the com-
pany born from a website comparing the hotness of college coeds. From 
the beginning, Facebook had been gunning for Myspace, so it wanted 
to avoid as many Myspace-style scandals as possible. Facebook’s inter-
nal guidebooks soon came to resemble the constitutional law of a mid-
sized nation. In 2009, its first attempt to codify its “abuse standards” ran 
to 15,000 words.

Each new rule required more precise, often absurd clarification. It 
was one thing for Facebook to ban “incitement of violence”; it was quite 
another to say what that meant. If a user pleaded for someone to shoot 
the U.S. president, it was a clear incitement and could be deleted. But if 
a user urged others to “kick a person with red hair,” it was a more general 
threat and therefore allowable. Indeed, leaked slides of Facebook policy 
gave a horrifying example of the nuance. The message “Unless you stop 
bitching I’ll have to cut your tongue out” was permissible because the 
threats were conditional instead of certain.

Even a seemingly black-and-white rule  —  like a blanket ban on “nu-
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dity and sexual activity”  —  sowed a minefield of controversy. First 
came the protests of historians and art critics, who pushed Facebook to 
allow nudity in photographs of paintings or sculptures but not in digital 
art, which the classicists considered pornography. Then came the pro-
tests of new mothers, furious that their images of breastfeeding were 
being deleted on the grounds of “obscenity.” They launched a mommy-
sourced lobbying campaign, coining their own hashtag, #freethenipple 
(which was, unsurprisingly, hijacked by porn distributors). These nip-
ple wars led Facebook into years of heated, internal deliberation. Even-
tually, Facebook’s senior leaders settled on a new policy that permitted 
portrayals of breastfeeding, but only so long as the nipple was not the 
principal focus of the image.

The engineers who had built the world’s largest digital platform  —  
which raked in billions of dollars in revenue and shaped news around 
the world  —  had neither expected nor wanted to spend hundreds of 
hours in corporate boardrooms debating the spectrum of nipple visibil-
ity. But they did. With great power came great and increasingly expan-
sive responsibilities.

Then came global politics. Originally, a firm could escape oner-
ous censorship requests by arguing that it was a U.S. company subject 
to U.S. laws. By the early 2010s, this was no longer a realistic defense. 
These companies had become multinational giants, grappling with reg-
ulations across dozens of national jurisdictions. As the scope of Silicon 
Valley’s ambition became truly international, its commitment to free 
speech sagged. In 2012, both Blogger (originally marketed as “Push-
Button Publishing for the People”) and Twitter (“the free speech wing 
of the free speech party”) quietly introduced features that allowed gov-
ernments to submit censorship requests on a per-country basis.

If there was a moment that signified the end of Silicon Valley as an 
explicitly American institution, it came in 2013, when a young defense 
contractor named Edward Snowden boarded a Hong Kong–bound 
plane with tens of thousands of top-secret digitized documents. The 
“Snowden Files,” which would be broadcast through social media, re-
vealed an expansive U.S. spy operation that harvested the metadata of 
every major social media platform except Twitter. For primarily U.S.-
based engineers, this was an extraordinarily invasive breach of trust. As 
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a result, Google, Facebook, and Twitter began publishing “transparency 
reports” that detailed the number of censorship and surveillance re-
quests from every nation, including the United States. “After Snowden,” 
explained Scott Carpenter, director of Google’s internal think tank, 
“[Google] does not think of itself all the time as an American company, 
but a global company.”

From this point on, social media platforms would be governed by no 
rules but their own: a mix of remarkably permissive (regarding threats 
and images of graphic violence) and remarkably conservative (regard-
ing nudity). In essence, a handful of Silicon Valley engineers were try-
ing to codify and enforce a single set of standards for every nation in the 
world, all in an attempt to avoid scandal and controversy. As any politi-
cal scientist could have told them, this effort was doomed to fail.

DOWN THE SLIPPERY SLOPE

“Literally, I woke up in a bad mood and decided someone shouldn’t be 
allowed on the internet. No one should have that power.”

It was August 2017 and Matthew Prince, cofounder and CEO of the 
Cloudflare web hosting service, had just made a decision he’d spent a 
decade dreading. Cloudflare had been built to protect websites from cy-
berattacks, the kind that often happened when someone attracted too 
much negative attention. Thanks to Cloudflare, dissidents around the 
world were shielded from unfriendly hackers. But so, too, were the in-
ternet’s most abhorrent voices.

For years, Stormfront, a neo-Nazi forum board, had relied on Cloud-
flare to keep its servers running. Now, in the aftermath of a deadly white 
nationalist terror attack in Charlottesville, Virginia, Stormfront users 
were openly celebrating the murder. As outrage against Stormfront 
and its media outlet, The Daily Stormer, intensified, the anger also tar-
geted Cloudflare, whose technology was keeping the neo-Nazis online. 
The company meekly explained that it couldn’t revoke Stormfront’s ac-
counts without “censoring the internet”  —  a position that led Storm-
front to brag that Cloudflare was on its side. Seeing this, a furious Prince 
abruptly reversed course and pulled the plug. He explained his change 
of heart in an email to his staff:
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This was my decision. Our terms of service reserve the right for us 
to terminate users of our network at our sole discretion. My ratio-
nale for making this decision was simple: the people behind the Daily 
Stormer are assholes and I’d had enough.

Let me be clear: this was an arbitrary decision. It was different 
than what I’d talked with our senior team about yesterday. I woke up 
this morning in a bad mood and decided to kick them off the inter-
net . . . It’s important that what we did today not set a precedent.

Saying that something shouldn’t set a precedent doesn’t stop it from 
doing so. This was a landmark moment. An ostensibly “content-neu-
tral” company had made a decision to destroy content  —  a decision that 
was obviously not neutral. And it had happened because a single person 
at the top had changed his mind. But at least he was being transparent 
about it.

Prince’s decision echoed the dilemma that increasingly fell to so-
cial media’s ruling class. Faced with vocal campaigns to censor or de-
lete speech, the companies could either ignore their users, risking a PR 
disaster, or comply and be drawn deeper into the political brush. In es-
sence, in avoiding governance, these companies had become govern-
ments unto themselves. And like any government, they now grappled 
with intractable political problems  —  the kind always destined to leave 
a portion of their constituents displeased.

Yet they also had little choice. Nations around the world had grad-
ually awoken to the influence that these U.S. social media giants ex-
erted over domestic politics. Between 2012 and 2017, some fifty coun-
tries passed laws that restricted the online speech of their citizens. And 
these weren’t just the wannabe authoritarians discussed in chapter 4; 
they were also some of the most liberal nations in the world, fearful of 
terrorism, extremism, or even simply “fake news.” Even in the United 
States, a new generation of tech-savvy politicians hovered, ready to 
slap these companies with onerous new government regulations if they 
didn’t tighten the rules on their own.

No longer was it enough to police copyright infringements, naughty 
pictures, and the most obvious forms of harassment. Now Silicon Val-
ley firms would be pushed ever closer to the role of traditional media 
companies, making editorial decisions about which content they would 
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allow on their platforms. Many engineers argued that this was a “slip-
pery slope.” But their founders’ ingenuity and the internet’s exponential 
growth had placed them in this treacherous terrain. It was now their 
task to navigate it.

The first and most obvious challenge was terrorism. Very early on, 
Al Qaeda and its copycats had begun to post their propaganda on You-
Tube. This included grisly recordings of snipers killing U.S. soldiers in 
Iraq. Although YouTube technically prohibited graphic violence, it was 
slow to remove the clips, while the American public was quick to vent 
its fury.

But the challenge proved even starker with the first internet-inspired 
terror attacks. The same year YouTube was created, an American-born 
Islamic cleric named Anwar al-Awlaki became radicalized and moved 
to Yemen. Charismatic and English-speaking, he began uploading his 
Quranic lectures to the platform, accumulating millions of views across 
a 700-video library. Although there was no explicit violence portrayed 
in the clips of the soft-spoken, bespectacled al-Awlaki, his words pro-
moted violence. And they were incredibly effective, inspiring dozens 
of deadly attacks around the world, such as the 2009 shooting at Fort 
Hood, Texas, that claimed thirteen lives.

Moreover, the YouTube algorithm exacerbated the threat by creat-
ing a playlist of “related videos” for its viewers. In al-Awlaki’s case, this 
meant the platform was helpfully steering viewers of his videos to vid-
eos by other terrorist propagandists.

By 2011, the U.S. government had had enough, and al-Awlaki was sen-
tenced to death in absentia by an Obama administration legal memo 
stating that his online propaganda “posed a continuing and imminent 
threat of violent attack.” Soon after, he was slain by a U.S. drone strike. 
On YouTube, however, al-Awlaki’s archive became something else: a 
digital shrine to a martyr. In death, al-Awlaki’s online voice grew even 
more popular, and the U.S. intelligence community began noticing an 
uptick in views of his videos that accompanied spikes in terrorist at-
tacks. This illustrated another conundrum. The government had done 
what it could to silence the “bin Laden of the internet,” but it was up 
to the engineers at YouTube to determine the terrorist’s future influ-
ence. It would take the company another six years, until 2017, to decide 
to block the videos.
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Yet it was Twitter, not YouTube, that became terrorists’ main social 
media haven. In a horrifying irony, terrorists who wanted to destroy 
freedom of speech found perfect alignment with Twitter’s original com-
mitment to freedom of speech. The only line a terrorist couldn’t cross 
was personal harassment. You could tweet, generally, about how all 
“kuffar” (non-Muslims) deserved a violent death; you just couldn’t tell 
@hockeyfan123 that you were going to cut off his head. Although many 
voiced frustration that terrorists were allowed on the platform, Twitter 
brushed off their complaints. If the NATO coalition could tell its side of 
the story in Afghanistan, the thinking went, why not the Taliban? For 
aspiring terror groups, Twitter then became not just the space to con-
nect with followers, but also the perfect platform to build brand recog-
nition among both recruits and Western journalists.

But then came headlines Twitter couldn’t ignore. In 2013, four gun-
men stormed Nairobi’s Westgate shopping mall, murdering 67 people 
and wounding nearly 200 more. The attackers belonged to Al-Shabaab, 
an East African terror organization whose members had been early and 
obsessive Twitter adopters. Shabaab applied digital marketing savvy to 
the attack, pumping out a stream of tweets, press releases, and even ex-
clusive photos (snapped by the gunmen themselves). “#Westgate: a 14-
hour standoff relayed in 1400 rounds of bullets and 140 characters of 
vengeance,” summarized one terrorist’s post. Soon Shabaab became the 
main source for international journalists writing about the attack  —  a 
position the group used to spread misinformation and confuse the sit-
uation on the ground even more. Reeling from bad press, Twitter in-
tervened in a way it had been unwilling to do just a few years earlier. It 
suspended the terrorists’ account. It didn’t matter; Shabaab simply reg-
istered new ones.

And then, in 2014, the Islamic State roared onto the global stage, seiz-
ing hold of the internet’s imagination like a vise. At its peak, the ISIS 
propaganda machine would span at least 70,000 Twitter accounts, a 
chaotic mix of professional media operatives, fanboys, sockpuppets, 
and bots. As ISIS propaganda seeped across the platform in more than a 
dozen languages, Twitter executives were caught flat-footed. Their con-
tent moderation team simply wasn’t equipped to deal with the whole-
sale weaponization of their service. This wasn’t just for lack of interest, 
but also for lack of resources. Every employee hour spent policing the 
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network was an hour not spent growing the network and demonstrating 
investor value. Was the purpose of the company fighting against propa-
ganda or for profitability?

Meanwhile, public outrage mounted. In 2015, Congress edged as 
close as it had in a decade to regulating social media companies, draft-
ing a bill that would have required the disclosure of any “terrorist activ-
ity” discovered on their platforms (the definition of “terrorist activity” 
was kept intentionally vague). The same year, then-candidate Donald 
Trump seemed to endorse the internet censorship and balkanization 
practiced by authoritarian nations. “We have to talk to [tech CEOs] 
about, maybe in certain areas, closing that internet up in some ways,” 
he declared. “Somebody will say, ‘Oh freedom of speech, freedom of 
speech.’ Those are foolish people.”

Twitter tried to act, but ISIS clung to it like a cancer. Militants devel-
oped scripts that automatically regenerated their network when a con-
nection was severed. They made use of Twitter blocklists  —  originally 
developed to fight harassment by bunching together and blocking no-
torious trolls  —  to hide their online activities from users who hunted 
them. (ISIS media teams soon added us to this list.) Some accounts 
were destroyed and resurrected literally hundreds of times, often with a 
version number (e.g., @TurMedia335). When the rather obvious Twitter 
handle @IslamicState hit its hundredth iteration, it celebrated by post-
ing an image of a birthday cake. Nonetheless, the growing suspensions 
changed the once-free terrain for ISIS. “Twitter has become a battle-
field!” lamented one ISIS account by mid-2015.

Thanks to diligent volunteer efforts, steady improvements to Twit-
ter’s systems, and unrelenting public pressure, ISIS’s use of the platform 
gradually declined. In 2017, Twitter announced that its internal systems 
were detecting 95 percent of “troubling” terrorist accounts on its own 
and deleting three-quarters of them before they made their first tweet. 
It was a remarkable achievement  —  and an extraordinary turnabout 
from Twitter’s laissez-faire approach of just a few years before.

Although Twitter’s transformation was the most dramatic, the other 
Silicon Valley giants charted a similar path. In 2016, Google piloted a 
program that used the advertising space of certain Google searches 
(e.g., “How do I join ISIS?”) to redirect users to anti-ISIS YouTube vid-
eos, carefully curated by a team of Google counter-extremism special-
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ists. It spoke to the seriousness with which Google was starting to treat 
the problem. Meanwhile, Facebook built a 150-person counterterrorism 
force to coordinate its response effort, comprised of academics and for-
mer intelligence and law enforcement officers.

At the end of 2016, Facebook, Microsoft, Twitter, and Google circled 
back to where online censorship had begun. Emulating the success of 
Content ID and PhotoDNA, which had curbed copyright violations 
and child porn respectively, the companies now applied the same auto-
mated technique to terrorist propaganda, jointly launching a database 
for “violent terrorist imagery.” Just a few years before, they had insisted 
that such a system was impossible, that the definition of “terrorism” was 
too subjective to ever be defined by a program. This was another sign of 
how decisively the political landscape had shifted.

Yet no matter how much these social media companies evolved, there 
were always outside forces pressuring them to do more. In 2015, Face-
book was sued for $1 billion by relatives of Americans who had been 
killed during a spate of lone wolf terror attacks in Gaza. The tech firm 
was accused of having “knowingly provided material support” to the 
terrorists, simply by giving them the means to transmit their propa-
ganda. Around the same time, 20,000 Israelis brought suit against Face-
book not just for the violence they’d suffered, but for future violence 
they feared they might suffer. “Facebook and Twitter have become more 
powerful today . . . than the [UN] secretary-general, the prime minis-
ter of Israel, and the president of the United States,” declared one of the 
plaintiffs, whose father had been murdered in a Palestinian terror at-
tack. Although the lawsuits were eventually dismissed, each new ter-
ror attack prompted further lawsuits by victims. The legal protections 
granted by Section 230  —  originally meant to police pornography  —  
had now been pushed to the limit.

Meanwhile, the precedent set by Silicon Valley’s well-publicized 
purge of ISIS accounts steered it toward other, even more painfully am-
biguous political challenges. By 2015, ultranationalists, white suprema-
cists, and anti-immigrant and anti-Islamic bigots had begun to coalesce 
into the alt-right movement. Feeling emboldened, they increasingly 
took their hatred into the open.

But they were sly about it. They shrouded their sentiments in memes 
and coy references; they danced to the very edge of the line without 
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crossing it. The alt-right leader Richard Spencer, for instance, didn’t use 
his popular (and verified) Twitter profile to directly champion the kill-
ing of all Jews and blacks; instead, he simply observed how much nicer 
things would be if America were made white and pure. The extremists 
toyed with new ways of targeting people with anti-Semitic harassment. 
As an example, the last name of someone known or thought to be Jew-
ish would be surrounded by triple parentheses, so that “Smith” became 
“(((Smith))).” Such tactics made it easier for Gamergate-style hordes to 
find their targets online and bury them with slurs and abuse. If chal-
lenged, they claimed that they were “just trolling.” If their user accounts 
were threatened, they’d flip to play the victim, claiming that they were 
being targeted for practicing “free speech.” It represented both a twist 
on Russian tactics and a deft use of the same language that companies 
like Twitter had invoked for so many years.

For a time, Google, Facebook, and Twitter essentially threw up their 
hands and looked the other way. Racism and bigotry were distaste-
ful, the companies readily admitted, but censoring distasteful things 
wasn’t their job. They also lay within the political spectrum of Ameri-
can politics  —  at the extreme, to be sure, but gradually becoming main-
stream, pushed by their technology. Plus, the tactics of these extremists  
—  winking and nudging, dog-whistling and implying  —  were often too 
subtle for any terms of service to adequately address.

But as Silicon Valley cranked up the pressure on terrorists and their 
supporters, it became easier to contemplate the next step: moving to 
combat a more general kind of “extremism” that evaded labels, but 
whose victims  —  women and ethnic and religious minorities  —  were 
easy to name. In mid-2016, Twitter fired the first salvo, kicking the  
Breitbart writer and far-right provocateur Milo Yiannopoulos out of its 
service. Having won fame with his race-baiting, Yiannopoulos had fi-
nally crossed the line when he organized a campaign of online harass-
ment targeting an African American actress for the crime of daring to 
star in a Ghostbusters remake.

While Yiannopoulos would insist that he’d been wrongly smeared as 
a bigot  —  that he’d “just been trolling”  —  the evidence suggested oth-
erwise. A year later, when a trove of Yiannopoulos’s files leaked online, 
it was revealed that he used email passwords like “Kristallnacht” (a No-
vember 1938 attack on German Jews in which dozens were murdered) 
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and “LongKnives1290” (a reference to both the Night of the Long 
Knives, a 1934 Nazi purge that solidified Hitler’s rule, and the year in 
which Jews were banished from medieval England).

Following a spate of more than 700 hate crimes across the country af-
ter the election of Donald Trump in November 2016, pressure began to 
build on the social media giants to do more about the hate that was not 
just allowed but empowered by their platforms, especially as it spurred 
violence. The crackdown started with the long-overdue Twitter suspen-
sion of white supremacist leader Richard Spencer. He issued a dramatic 
rebuttal on YouTube titled “The Knight of Long Knives.” “I am alive 
physically,” he explained to his followers, “but digitally speaking, there 
has [sic] been execution squads across the alt-right . . . There is a great 
purge going on.”

But this digital purge was actually only a time-out. Confident and 
mobilized in a way that hate groups had not been since the mass KKK 
rallies of the 1920s, the alt-right used social media to organize a series of 
“free speech” events around the nation, culminating in that infamous 
Charlottesville rally. “As you can see, we’re stepping off the internet in a 
big way,” one white supremacist bragged to a reporter as the air was suf-
fused with neo-Nazi chants. “We have been spreading our memes, we’ve 
been organizing on the internet, and so now [we’re] coming out.”

Amid the national outcry that followed, the social media giants 
moved to expand their definition of “hate speech” and banish the worst 
offenders from their services. Twitter banned the most virulent white 
supremacist accounts, while Facebook removed pages that explicitly 
promoted violent white nationalism. Reddit rewrote its terms of service 
to effectively outlaw neo-Nazi and alt-right communities. White su-
premacists even found themselves banned from the room-sharing ser-
vice Airbnb and the dating site OkCupid.

This was a massive shift for an industry barely over a decade old. 
Since their founding, social media companies had stuck by the be-
lief that their services were essentially a “marketplace of ideas,” one in 
which those that came to dominate public discourse would naturally be 
the most virtuous and rational.

But Silicon Valley had lost the faith. Social media no longer seemed a 
freewheeling platform where the best ideas rose to the surface. Even na-
ïve engineers had begun to recognize that it was a battlefield, one with 
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real-world consequences and on which only the losers played fair. Their 
politics-free “garden” had nurtured violence and extremism.

The trouble went deeper than the specters of terrorism and far-right 
extremism, however. Silicon Valley was beginning to awaken to an-
other, more fundamental challenge. This was a growing realization that 
all the doomsaying about homophily, filter bubbles, and echo cham-
bers had been accurate. In crucial ways, virality did shape reality. And a 
handful of tech CEOs stood at the controls of this reality-shaping ma-
chine  —  but they hadn’t been working those controls properly.

It was the election of Donald Trump that drove this realization home. 
Most deeply impacted was Facebook, whose mostly young and progres-
sive employees feared that their work had elevated Trump to high of-
fice. Indeed, there was strong evidence that it had. Although Twitter 
had served as Trump’s treasured microphone, it was Facebook in which 
Americans had been at their most politically vulnerable, trapped in net-
works of people who thought just like them and who accorded hundreds 
of millions of “shares” to stories that were obvious hoaxes. Indeed, the 
whispers were already beginning that Facebook had been saturated 
not just with profit-motivated misinformation and “fake news” spun by 
Macedonian teenagers, but also with a pro-Trump disinformation cam-
paign orchestrated by the Russian government.

As stupefied liberals searched for someone or something to blame, 
Mark Zuckerberg could see the tidal wave coming. What followed was 
essentially a corporate version of psychiatrist Elisabeth Kübler-Ross’s 
five stages of grief: denial, anger, bargaining, depression, and accep-
tance.

Zuckerberg’s first impulse was to deny. It was “a pretty crazy idea,” he 
said a few days after the election, that misinformation on his platform 
had influenced the outcome of anyone’s vote. After his initial denial was 
met with widespread fury and even a private scolding from President 
Obama, Zuckerberg shifted gears, penning a series of notes in which 
he vowed to try harder to counter hoaxes and misinformation on Face-
book. At the same time, he tried to reassure users that this was a com-
paratively small problem. Meanwhile, frustrated Facebook employees 
began meeting in private to crowdsource solutions of their own. The 
truth then came out that some at the company had been concerned 
about rampant misinformation taking place on their platforms during 
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the election, but had been prevented from making any changes for fear 
of violating Facebook’s “objectivity,” as well as alienating conservative 
users and legislators.

By mid-2017, Facebook had struck a very different note. In the first re-
port of its kind, Facebook’s security team published “Information Op-
erations and Facebook,” a document explaining how its platform had 
fallen prey to “subtle and insidious forms of misuse.” In another first, 
Facebook publicly named its adversary: the government of the Russian 
Federation. Critics noted, however, that the company had waited a cru-
cial nine months between when its executives knew that a massive cam-
paign of Russian manipulation had occurred on its networks and when 
it informed its customers and American voters about it.

Reflecting its ability to implement change when so motivated, how-
ever, Facebook expanded its cybersecurity efforts beyond regular 
hacking, turning its focus to the threat of organized disinformation 
campaigns. Where the company had studiously ignored the effects of 
disinformation during the 2016 U.S. election, it now cooperated closely 
with the French and German governments to safeguard their electoral 
processes, shutting down tens of thousands of suspicious accounts. A 
year after calling the idea of electoral influence “crazy,” Zuckerberg 
apologized for having ever said it. And in a very different speech, de-
livered via Facebook Live, Zuckerberg addressed his 2 billion constitu-
ents. “I don’t want anyone to use our tools to undermine democracy,” he 
said. “That’s not what we stand for.”

This shift was driven in part by a reckoning that their creations had 
been used and disfigured. Even at the freewheeling Reddit, CEO Steve 
Huffman spoke of how he realized Russian propaganda had penetrated 
the site, but removing it would not be enough. “I believe the biggest risk 
we face as Americans is our own ability to discern reality from non-
sense, and this is a burden we all bear.”

Yet much of the impetus for change came in the form it always 
had — mounting legal and political pressures. In 2017, over the stren-
uous objections of Silicon Valley lobbyists and free speech advocates, 
German lawmakers passed a bill that levied fines as high as $57 million 
on companies that failed to delete “illegal, racist, or slanderous” posts 
within twenty-four hours. Closer to home, U.S. legislators launched the 
first major effort to regulate online political advertisements, especially 
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the “dark ads” used by Russian propagandists to spread disinforma-
tion and by the Trump campaign to suppress minority voter turnout. It 
moved to subject them to the same Federal Election Commission dis-
closure rules that applied to broadcast television. Previously, political 
advertising on social media  —  a multibillion-dollar industry  —  had en-
joyed all the same exemptions as skywriting.

For the titans of industry turned regulators of online war, it was an 
unexpected, unwanted, and often uncomfortable role to play. As Zuck-
erberg confessed in a 2018 interview, shortly before he was brought 
to testify before the U.S. Congress, “If you had asked me, when I got 
started with Facebook, if one of the central things I’d need to work on 
now is preventing governments from interfering in each other’s elec-
tions, there’s no way I thought that’s what I’d be doing, if we talked in 
2004 in my dorm room.”

With each step the social media giants took as they waded deeper 
into political issues  —  tackling terrorism, extremism, and misinforma-
tion  —  they found themselves ever more bogged down by scandals that 
arose from the “gray areas” of politics and war. Sometimes, a new initia-
tive to solve one problem might be exploited by a predatory government 
(Russia had a very different definition of “terrorism” than the United 
States) or well-meaning reporting systems gamed by trolls. Other times, 
it might lead to a clueless and costly mistake by a moderator expected to 
gauge the appropriateness of content from a country they’d never been 
to, amidst a political context they couldn’t possibly understand.

One illustration of this problem was a Facebook rule, adopted to im-
prove counterterrorism on the platform, that prohibited any positive 
mention of “violence to resist occupation of an internationally recog-
nized state.” From an engineering standpoint, it was an elegant solu-
tion  —  brief and broad. It was also one that any savvy political observer 
could have predicted would lead to massive problems. It led to mass de-
letions of user content from Palestine, Kashmir, and Western Sahara, 
each a political and cultural powder keg ruled by an occupying power.

These gray areas ran the gamut. A Chinese billionaire, taking ref-
uge in the United States and vowing to reveal corruption among the 
highest ranks of the Communist Party, found his Facebook profile sus-
pended for sharing someone else’s “personally identifiable information” 
(which had kind of been the point). In Myanmar, when members of the 
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Rohingya Muslim minority tried to use Facebook to document a gov-
ernment-led ethnic-cleansing campaign against them, some found their 
posts deleted  —  for the crime of detailing the very military atrocities 
they were suffering.

Throughout this messy and inexorable politicization, however, there 
was one rule that all of Silicon Valley made sure to enforce: the bot-
tom line. The companies that controlled so much of modern life were 
themselves controlled by shareholders, their decision-making guided 
by quarterly earnings reports. When a Twitter engineer discovered evi-
dence of massive Russian botnets as far back as 2015, he was told to ig-
nore it. After all, every bot made Twitter look bigger and more popular. 
“They were more concerned with growth numbers than fake and com-
promised accounts,” the engineer explained.

When Facebook employees confronted Mark Zuckerberg about 
then-candidate Trump’s vow to bar all Muslims from entering the 
United States, he acknowledged that it was indeed hate speech, in viola-
tion of Facebook’s policies. Nonetheless, he explained, his hands were 
tied. To remove the post would cost Facebook conservative users  —  and 
valuable business.

It was exactly as observed by writer Upton Sinclair a century earlier: 
“It is difficult to get a man to understand something when his salary de-
pends on his not understanding it.”

Today, the role of social media firms in public life is one that evades 
easy description. They are profit-motivated, mostly U.S.-based busi-
nesses that manage themselves like global governments. They are 
charmingly earnest, preaching inclusivity even as they play host to the 
world’s most divisive forces. They are powerful entities that pretend to 
be powerless, inescapable political forces that insist they have no inter-
est at all in politics. In essence, they are the mighty playthings of a small 
number of young adults, who have been given the unenviable task of 
shaping the nature of society, the economy, and now war and politics. 
And although the companies and those who lead them have matured an 
extraordinary amount in just a few years, the challenges they face only 
grow more complex.

But the most important part of their work is finding the answer to an 
obvious question  —  the kind of question that engineers like to hear. As-
sume that they’ve accepted the scope and complexity of their responsi-
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bilities, that they have decided to outlaw an unacceptable behavior and 
even defined exactly what that behavior looks like. How do they build 
the systems to stop it? What do those systems look like? Their answers 
have been to turn to the very same tools that created many of the prob-
lems in the first place: the online crowd and pitiless machines.

COMMUNITY WATCHES AND DIGITAL SERFS

America Online called them “community leaders,” but this vague cor-
poratese hardly described who they were or what they did. Neverthe-
less, a time traveler from thirteenth-century Europe would have recog-
nized their role immediately. They were serfs  —  peasants who worked 
their feudal lord’s land in return for a cut of the harvest. AOL’s serfs just 
happened to toil through a dial-up modem. And their lord just hap-
pened to be the first true internet giant.

By the mid-1990s, AOL had evolved from a small internet service pro-
vider into a sprawling digital empire. For millions of users, AOL was 
the internet: an online chat service, a constellation of hosted websites 
(AOL partnered with everyone from CNN to the Library of Congress) 
and forum boards, and a general internet browser. AOL was both a piece 
of software and a massive media service, one that eventually reached 
26 million subscribers. It marketed itself by carpet-bombing millions of 
homes with blue CDs emblazoned with the AOL logo, promising “500 
Hours Free!” At one time, half of all the CDs produced on earth were 
used for AOL free trials.

Early in its corporate existence, AOL recognized two truths that ev-
ery web company would eventually confront. The first was that the in-
ternet was a teeming hive of scum and villainy. The second was that 
there was no way AOL could afford to hire enough employees to police 
it. Instead, AOL executives stumbled upon a novel solution. Instead of 
trying to police their sprawling digital commonwealth, why not enlist 
their most passionate users to do it for them?

And so the AOL Community Leader Program was born. In exchange 
for free or reduced-price internet access, volunteers agreed to labor for 
dozens of hours each week to maintain the web communities that made 
AOL rich, ensuring that they stayed on topic and that porn was kept to 
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a minimum. Given special screen names, or “uniforms,” that filled them 
with civic pride, they could mute or kick out disruptive users.

As AOL expanded, the program grew more organized and bureau-
cratic. The Community Leader Program eventually adopted a formal 
three-month training process. Volunteers had to work a minimum of 
four hours each week and submit detailed reports of how they’d spent 
their time. At its peak, the program boasted 14,000 volunteers, includ-
ing a “youth corps” of 350 teenagers. AOL had effectively doubled its 
workforce while subsidizing roughly 0.0005 percent of its subscriber 
base, all while maintaining a degree of plausible deniability if anything 
went wrong. It seemed to be the best investment AOL ever made.

Predictably, such a criminally good deal was bound for a criminal 
end. In 1999, two former community leaders sued AOL in a class-action 
lawsuit, alleging that they’d been employees in a “cyber-sweatshop” and 
that some were owed as much as $50,000 in back pay. A legal odyssey 
ensued. In 2005, AOL terminated the Community Leader Program, be-
stowing a free twelve-month subscription on any remaining volunteers. 
In 2008, AOL was denied its motion to dismiss the lawsuit. And at last, 
in 2010  —  long after AOL had been eclipsed by the likes of Google and 
Facebook  —  the company suffered its final indignity, forced to pay its 
volunteer police force $15 million in back pay.

The rise and fall of AOL’s digital serfs foreshadowed how all big in-
ternet companies would come to handle content moderation. If the in-
ternet of the mid-1990s had been too vast for paid employees to patrol, 
it was a mission impossible for the internet of the 2010s and beyond. Es-
pecially when social media startups were taking off, it was entirely plau-
sible that there might have been more languages spoken on a platform 
than total employees at the company.

But as companies begrudgingly accepted more and more content 
moderation responsibility, the job still needed to get done. Their so-
lution was to split the chore into two parts. The first part was crowd-
sourced to users (not just volunteers but everyone), who were invited to 
flag content they didn’t like and prompted to explain why. The second 
part was outsourced to full-time content moderators, usually contrac-
tors based overseas, who could wade through as many as a thousand 
graphic images and videos each day. Beyond establishing ever-evolving 
guidelines and reviewing the most difficult cases in-house, the compa-
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nies were able to keep their direct involvement in content moderation 
to a minimum. It was a tidy system tacked onto a clever business model. 
In essence, social media companies relied on their users to produce con-
tent; they sold advertising on that content and relied on other users to 
see that content in order to turn a profit. And if the content was inap-
propriate, they relied on still other users to find it and start the process 
of deletion.

When you report something on Facebook, for instance, you’re pro-
pelled down a branching set of questions (“Is it a false story?” “Is it por-
nography?” “Is it just annoying?”) that determine who reviews it and 
how seriously the report is taken. In this fashion, Facebook users flag 
more than a million pieces of content each day. The idea of user-based 
reporting has become so ingrained in the operations of the social media 
giants that it now carries a certain expectation. When Facebook came 
under fire in 2017 for allowing the livestreamed murder of a 74-year-old 
grandfather to remain viewable for more than two hours, it had a ready 
excuse: nobody had reported it. In effect, it was Facebook’s users  —  not 
Facebook  —  who were at fault.

And then there are the people who sit at the other end of the pipeline, 
tech laborers who must squint their way through each beheading video, 
graphic car crash, or scared toddler in a dark room whose suffering has 
not yet been chronicled and added to Microsoft’s horrifying child abuse 
database. There are an estimated 150,000 workers in these jobs around 
the world, most of them subcontractors scattered across India and the 
Philippines.

Like most outsourcing, it is competitive and decently compensated 
work, given the pay scales in these locales. Most of it is done by bright 
young college graduates who would otherwise find themselves under-
employed. It takes brains and good judgment to decipher context in just 
a few seconds, applying all the proper policies and procedures. Thus, 
the most apt parallel to these jobs isn’t the click farms where laborers 
endlessly repeat the rote process of SIM card swapping and account 
creation, but Russia’s sockpuppets and troll factories, which also recruit 
from the ranks of underemployed, English-speaking college graduates. 
In a way, the occupations are mirrors of each other. Professional trolls 
try to make the internet worse. Professional content moderators try to 
make it a little better.
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Unsurprisingly, this work is grueling. It’s obviously unhealthy to sit 
for eight or more hours a day, consuming an endless stream of all the 
worst that humanity has to offer. There’s depression and anger, vom-
iting and crying, even relationship trust issues and reduced libido. In 
the United States, companies that conduct this work offer regular psy-
chological counseling to counter what they call “compassion fatigue”  
—  a literal exhaustion of the brain’s ability to feel empathy for others 
in harm’s way. It may not be enough. In 2017, two former Microsoft em-
ployees assigned to the Online Safety Team sued their former employer, 
alleging that they’d developed post-traumatic stress disorder. It was the 
first lawsuit of its type. One of the plaintiffs described how he’d devel-
oped an “internal video screen” of horror that he couldn’t turn off.

Aside from the problems of worker PTSD, this bifurcated system of 
content moderation is far from perfect. The first reason is that it comes 
at the cost of resources that might otherwise be plowed into profit gen-
erators like new features, marketing, or literally anything else. Accord-
ingly, companies will always view it as a tax on their business model. Af-
ter all, no startup ever secured a round of funding by trotting out a shiny 
new gold-plated content moderation system.

The second problem is scale. To paraphrase Winston Churchill, 
never before has so much, posted by so many, been moderated by so few. 
When WhatsApp was being used by ISIS to coordinate the first battle 
for Mosul, the company had just 55 employees for its 900 million us-
ers. But even that made it a behemoth. When the newly launched video-
hosting startup Vid.Me found itself infested by thousands of ISIS pro-
paganda clips around the same time, the company had a total of just 6 
people on staff, none of whom spoke Arabic.

Even these numbers pale in comparison with the true social me-
dia giants. Recall from chapter 3 the wealth of data that these services 
generate. Every minute, Facebook users post 500,000 new comments, 
293,000 new statuses, and 450,000 new photos; YouTube users, more 
than 400 hours of video; and Twitter users, more than 300,000 tweets. 
Each of these posts is a Sword of Damocles hanging over the company. 
It can suffer devastating PR disasters if it allows any objectionable piece 
of content to stand for more than a few minutes before being deleted. 
But if a company acts rashly, the cries of censorship are liable to come 
just as fast.
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Finally, if social media firms are to police their networks (which, re-
member, they don’t really want to do), they must contend not just with 
millions of pieces of content, but also with adversaries who actively seek 
to thwart and confuse their content moderation systems. Think of the 
Islamic State’s resilient, regenerating Twitter network, the Russian gov-
ernment’s believable sockpuppets, or the smirking alt-right memes that 
straddle the line between hateful jokes and raw hate. When Facebook 
announced in 2017 that it was hiring 250 more people to review advertis-
ing on the platform, New York University business professor Scott Gal-
loway rightly described it as “pissing in the ocean.”

Under extraordinary pressure and facing an ever-expanding content 
moderation queue, the engineers of Silicon Valley have cast far and wide 
for an answer. Unsurprisingly, they think they’ve found that answer in 
more technology.

ROBO-REALITY WARS

“you look like a thing and i love you.”
As a Tinder pickup line, it needed work. But it wasn’t bad for some-

thing that hadn’t even been written by a human. All AI specialist Janelle 
Shane had done was compile a list of existing pickup lines and taught 
the computer to read them. After that, an artificial brain  —  a neural net-
work  —  studied the list and invented a new pickup line all on its own.

Neural networks are a new kind of computing system: a calculating 
machine that hardly resembles a “machine” at all. Although such net-
works were theorized as far back as the 1940s, they’ve only matured dur-
ing this decade as cloud processing has begun to make them practical. 
Instead of rule-based programming that relies on formal logic (“If A = 
yes, run process B; if A = no, run process C”), neural networks resemble 
living brains. They’re composed of millions of artificial neurons, each of 
which draws connections to thousands of other neurons via “synapses.” 
Each neuron has its own level of intensity, determined either by the ini-
tial input or by synaptic connections received from neurons farther up 
the stream. In turn, this determines the strength of the signal these neu-
rons send down the stream through their own dependent synapses.
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These networks function by means of pattern recognition. They sift 
through massive amounts of data, spying commonalities and making 
inferences about what might belong where. With enough neurons, it be-
comes possible to split the network into multiple “layers,” each discov-
ering a new pattern by starting with the findings of the previous layer. 
If a neural network is studying pictures, it might start by discovering 
the concept of “edges,” sorting out all the edges from the non-edges. In 
turn, the next layer might discover “circles”; the layer after that, “faces”; 
the layer after that, “noses.” Each layer allows the network to approach a 
problem with more and more granularity. But each layer also demands 
exponentially more neurons and computing power.

Neural networks are trained via a process known as “deep learning.” 
Originally, this process was supervised. A flesh-and-blood human engi-
neer fed the network a mountain of data (10 million images or a library 
of English literature) and slowly guided the network to find what the en-
gineer was looking for (a “car” or a “compliment”). As the network went 
to work on its pattern-sorting and the engineer judged its performance 
and tweaked the synapses, it got a little better each time. Writer Gideon 
Lewis-Kraus delightfully describes the process as tuning a kind of “gi-
ant machine democracy.”

Today, advanced neural networks can function without that human 
supervision. In 2012, engineers with the Google Brain project published 
a groundbreaking study that documented how they had fed a nine-layer 
neural network 10 million different screenshots from random YouTube 
videos, leaving it to play with the data on its own. As it sifted through 
the screenshots, the neural network  —  just like many human YouTube 
users  —  developed a fascination with pictures of cats. By discovering 
and isolating a set of cat-related qualities, it taught itself to be an effec-
tive cat detector. “We never told it during the training, ‘This is a cat,’ ” 
explained one of the Google engineers. “It basically invented the con-
cept of a cat.”

Of course, the neural network had no idea what a “cat” was, nor did 
it invent the cat. The machine simply distinguished the pattern of a 
cat from all “not-cat” patterns. Yet this was really no different from the 
thought process of a human brain. Nobody is programmed from birth 
with a set, metaphysical definition of a cat. Instead, we learn a set of 
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catlike qualities that we measure against each thing we perceive. Every 
time we spot something in the world  —  say, a dog or a banana  —  we are 
running a quick probabilistic calculation to check if the object is a cat.

Feed the network enough voice audio recordings, and it will learn to 
recognize speech. Feed it the traffic density of a city, and it will tell you 
where to put the traffic lights. Feed it 100 million Facebook likes and 
purchase histories, and it will predict, quite accurately, what any one 
person might want to buy or even whom they might vote for.

In the context of social media, the potential uses for neural networks 
are as diverse as they are tantalizing. The endless churn of content pro-
duced on the internet each day provides a limitless pipeline of data with 
which to train these increasingly intelligent machines.

Facebook is a fertile testing ground for such neural networks  —  a fact 
appreciated by none more than Facebook itself. By 2017, the social me-
dia giant had plunged into the field, running more than a million AI 
experiments each month on a dataset of more than a billion user-up-
loaded photographs. The system had far surpassed Facebook’s already-
uncanny facial recognition algorithm, learning to “see” hundreds of dis-
tinct colors, shapes, objects, and even places. It could identify horses, 
scarves, and the Golden Gate Bridge. It could even find every picture 
of a particular person wearing a black shirt. If such a system were un-
leashed on the open internet, it would be like having 10,000 Bellingcats 
at one’s fingertips.

For the social media giants, an immediate application of this tech-
nology is solving their political and business problem  —  augmenting 
their overworked human content moderation specialists with neural 
network–based image recognition and flagging. In late 2017, Google 
announced that 80 percent of the violent extremist videos uploaded to 
YouTube had been automatically spotted and removed before a single 
user had flagged them.

Some at these companies believe the next stage is to “hack harass-
ment,” teaching neural networks to understand the flow of online con-
versation in order to identify trolls and issue them stern warnings before 
a human moderator needs to get involved. A Google system intended to 
detect online abuse  —  not just profanity, but toxic phrases and veiled 
hostility  —  has learned to rate sentences on an “attack scale” of 1 to 100. 
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Its conclusions align with those of human moderators about 90 percent 
of the time.

Such neural network–based sentiment analysis can be applied not 
just to individual conversations, but to the combined activity of every 
social media user on a platform. In 2017, Facebook began testing an al-
gorithm intended to identify users who were depressed and at risk for 
suicide. It used pattern recognition to monitor user posts, tagging those 
suspected to include thoughts of suicide and forwarding them to its 
content moderation teams. A suicidal user could receive words of sup-
port and link to psychological resources without any other human hav-
ing brought the post to Facebook’s attention (or even having seen it). It 
was a powerful example of a potential good  —  but also an obvious chal-
lenge to online privacy.

Social media companies can also use neural networks to analyze 
the links that users share. This is now being applied to the thorny 
problem of misinformation and “fake news.” Multiple engineering 
startups are training neural networks to fact-check headlines and ar-
ticles, testing basic statistical claims (“There were x number of illegal 
immigrants last month”) against an ever-expanding database of facts 
and figures. Facebook’s chief AI scientist turned many heads when, 
in the aftermath of the 2016 U.S. election, he noted that it was tech-
nically possible to stop viral falsehoods. The only problem, he ex-
plained, was in managing the “trade-offs”  —  finding the right mix of 
“filtering and censorship and free expression and decency.” In other 
words, the same thorny political questions that have dogged Silicon 
Valley from the beginning.

Yet the most important applications of neural networks may be in 
simulating and replacing the very thing social networks were designed 
for: us. As we saw earlier, bots pose as humans online, pushing out rote 
messages. Their more advanced version, chatbots, are algorithms de-
signed to convey the appearance of human intelligence by parroting 
scripts from a vast database. If a user says something to one of these 
“dumb” chatbots (“How’s the weather?”), the chatbot will scan all pre-
vious instances in which the question appears, choosing a response 
whose other data points best align with those of the current conversa-
tion (if, for instance, the user has previously disclosed that her name is 
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Sally or that she’s from the United States and likes guns). No matter how 
convincing it is, though, each chatbot is basically reciting lines from a 
very, very long script.

By contrast, neural network–trained chatbots  —  also known as ma-
chine-driven communications tools, or MADCOMs  —  have no script 
at all, just the speech patterns deciphered by studying millions or bil-
lions of conversations. Instead of contemplating how MADCOMs 
might be used, it’s easier to ask what one might not accomplish with in-
telligent, adaptive algorithms that mirror human speech patterns.

But the development of next-generation MADCOMs also illustrates 
a flaw inherent in all neural networks: they are only as good as their 
inputs  —  and only as moral as their users. In 2016, Microsoft launched 
Tay, a neural network–powered chatbot that adopted the speech pat-
terns of a teenage girl. Anyone could speak to Tay and contribute to 
her dataset; she was also given a Twitter account. Trolls swarmed Tay 
immediately, and she was as happy to learn from them as from anyone 
else. Tay’s bubbly personality soon veered into racism, sexism, and Ho-
locaust denial. “r ace war now,” she tweeted, later adding, “Bush did 
9/11.” After less than a day, Tay was unceremoniously put to sleep, her 
fevered artificial brain left to dream of electric frogs.

While the magic of neural networks might stem from their similar-
ity to human brains, this is also one of their drawbacks. Nobody, their 
creators included, can fully comprehend how they work. When the net-
work gets something wrong, there’s no error log, just the knowledge 
that, with enough synaptic fiddling, the problem might be fixed. When 
there’s no way to know if the network is wrong  —  if it’s making a pre-
diction of the future based on past data  —  users can either ignore it or 
take its prognostication at face value. The only way to understand a neu-
ral network is to steal a page from neuroscience, monitoring different 
groups of artificial neurons and testing different patterns to see what 
stimulates them. Ironically, neuroscientists who conduct similar ex-
periments on human brains (like monitoring the electrical activity pro-
duced by each of 10,000 different words) have begun to use neural net-
works to map and model their results.

The greatest danger of neural networks, therefore, lies in their sheer 
versatility. Smart though the technology may be, it cares not how it’s 
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used. These networks are no different from a knife or a gun or a bomb  
—  indeed, they’re as double-edged as the internet itself.

Governments of many less-than-free nations salivate at the power 
of neural networks that can learn millions of faces, flag “questionable” 
speech, and infer hidden patterns in the accumulated online activity of 
their citizens. The most obvious candidate is China, whose keyword-fil-
tering and social credit system will benefit greatly from the implemen-
tation of such intelligent algorithms. In 2016, Facebook was reported to 
be developing such a “smart” censorship system in a bid to allow it to 
expand into the massive Chinese market. This was an ugly echo of how 
Sun Microsystems and Cisco once conspired to build China’s Great 
Firewall.

But it doesn’t take an authoritarian state to turn a neural network 
toward evil ends. Anyone can build and train one using free, open-
source tools. An explosion of interest in these systems has led to thou-
sands of new applications. Some might be described as “helpful,” others 
“strange.” And a few  —  though developed with the best of intentions  —  
are rightly described as nothing less than “mind-bendingly terrifying.”

We’ve already seen how easy it is for obvious falsehoods (“The world 
is flat”; “The pizza parlor is a secret underage sex dungeon”) to take hold 
and spread across the internet. Neural networks are set to massively 
compound this problem with the creation of what are known as “deep 
fakes.”

Just as they can study recorded speech to infer meaning, these net-
works can also study a database of words and sounds to infer the com-
ponents of speech  —  pitch, cadence, intonation  —  and learn to mimic a 
speaker’s voice almost perfectly. Moreover, the network can use its mas-
tery of a voice to approximate words and phrases that it’s never heard. 
With a minute’s worth of audio, these systems might make a good ap-
proximation of someone’s speech patterns. With a few hours, they are 
essentially perfect.

One such “speech synthesis” startup, called Lyrebird, shocked the 
world in 2017 when it released recordings of an eerily accurate, entirely 
fake conversation between Barack Obama, Hillary Clinton, and Don-
ald Trump. Another company unveiled an editing tool that it described 
as “Photoshop for audio,” showing how one can tweak or add new bits of 
speech to an audio file as easily as one might touch up an image.
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Neural networks can synthesize not just what we read and hear but 
also what we see. In 2016, a team of computer and audiovisual scientists 
demonstrated how, starting with a two-dimensional photograph, they 
could build a photorealistic, three-dimensional model of someone’s 
face. They demonstrated it with the late boxing legend Muhammad Ali, 
transforming a single picture into a hyperrealistic face mask ready to be 
animated and placed in a virtual world  —  and able to rewrite the history 
of what Muhammad Ali did and said when he was alive.

This technology might also be used to alter the present or future. Us-
ing an off-the-shelf webcam, another team of scientists captured the “fa-
cial identity” of a test subject: the proportions of their features and the 
movement patterns of their mouth, brows, and jawline. Then they cap-
tured the facial identity of a different person in a prerecorded video, such 
as Arnold Schwarzenegger sitting for an interview or George W. Bush 
giving a speech. After that, they merged the two facial identities via “de-
formation transfer,” translating movements of the first face into propor-
tionate movements by the second. Essentially, the test subject could use 
their own face to control the expressions of the person onscreen, all in 
real time. If the petite female in front of the webcam opened her mouth, 
so did the faux Arnold Schwarzenegger. If the middle-aged guy with 
spiky hair and a goatee mouthed words in rapid succession and raised 
an eyebrow, so did the photorealistic George W. Bush. As the research-
ers themselves noted, “These results are hard to distinguish from real-
ity, and it often goes unnoticed that the content is not real.”

Neural networks can also be used to create deep fakes that aren’t cop-
ies at all. Rather than just study images to learn the names of different 
objects, these networks can learn how to produce new, never-before-
seen versions of the objects in question. They are called “generative net-
works.” In 2017, computer scientists unveiled a generative network that 
could create photorealistic synthetic images on demand, all with only 
a keyword. Ask for “volcano,” and you got fiery eruptions as well as se-
rene, dormant mountains  —  wholly familiar-seeming landscapes that 
had no earthly counterparts. Another system created synthetic celeb-
rities  —  faces of people who didn’t exist, but whom real humans would 
likely view as being Hollywood stars.

Using such technology, users will eventually be able to conjure a con-
vincing likeness of any scene or person they or the AI can imagine. Be-
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cause the image will be truly original, it will be impossible to identify 
the forgery via many of the old methods of detection. And generative 
networks can do the same thing with video. They have produced eerie, 
looping clips of a “beach,” a “baby,” or even “golf.” They’ve also learned 
how to take a static image (a man on a field; a train in the station) and 
generate a short video of a predictive future (the man walking away; the 
train departing). In this way, the figures in old black-and-white photo-
graphs may one day be brought to life, and events that never took place 
may nonetheless be presented online as real occurrences, documented 
with compelling video evidence.

And finally, there are the MADCOMs. The inherent promise of such 
technology  —  an AI that is essentially indistinguishable from a human 
operator  —  also sets it up for terrible misuse. Today, it remains possible 
for a savvy internet user to distinguish “real” people from automated 
botnets and even many sockpuppets (the Russified English helped us 
spot a few). Soon enough, even this uncertain state of affairs may be re-
called fondly as the “good old days”  —  the last time it was possible to 
have some confidence that another social media user was a flesh-and-
blood human being instead of a manipulative machine. Give a Twitter 
botnet to a MADCOM and the network might be able to distort the 
algorithmic prominence of a topic without anyone noticing, simply by 
creating realistic conversations among its many fake component selves. 
MADCOMs won’t just drive news cycles, but will also trick and manip-
ulate the people reacting to them. They may even grant interviews to 
unwitting reporters.

Feed a MADCOM enough arguments and it will never repeat itself. 
Feed it enough information about a target population  —  such as the 
hundreds of billions of data points that reside in a voter database like 
Project Alamo  —  and it can spin a personalized narrative for every resi-
dent in a country. The network never sleeps, and it’s always learning. In 
the midst of a crisis, it will invariably be the first to respond, command-
ing disproportionate attention and guiding the social media narrative 
in whichever direction best suites its human owners’ hidden ends. Mat-
thew Chessen, a senior technology policy advisor at the U.S. State De-
partment, doesn’t mince words about the inevitable MADCOM ascen-
dancy. It will “determine the fate of the internet, our society, and our 
democracy,” he writes. No longer will humans be reliably in charge of 
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the machines. Instead, as machines steer our ideas and culture in an au-
tomated, evolutionary process that we no longer understand, they will 
“start programming us.”

Combine all these pernicious applications of neural networks  —  
mimicked voices, stolen faces, real-time audiovisual editing, artificial 
image and video generation, and MADCOM manipulation  —  and it’s 
tough to shake the conclusion that humanity is teetering at the edge of 
a cliff. The information conflicts that shape politics and war alike are 
fought today by clever humans using viral engineering. The LikeWars 
of tomorrow will be fought by highly intelligent, inscrutable algorithms 
that will speak convincingly of things that never happened, producing 
“proof ” that doesn’t really exist. They’ll seed falsehoods across the so-
cial media landscape with an intensity and volume that will make the 
current state of affairs look quaint.

Aviv Ovadya, chief technologist at the Center for Social Media Re-
sponsibility at the University of Michigan, has described this looming 
threat in stark, simple terms. “We are so screwed it’s beyond what most 
of us can imagine,” he said. “And depending how far you look into the 
future, it just gets worse.”

For generations, science fiction writers have been obsessed with the 
prospect of an AI Armageddon: a Terminator-style takeover in which 
the robots scour puny human cities, flamethrowers and beam cannons 
at the ready. Yet the more likely takeover will take place on social me-
dia. If machines come to manipulate all we see and how we think on-
line, they’ll already control the world. Having won their most important 
conquest  —  the human mind  —  the machines may never need to revolt 
at all.

And yet, just as in the Terminator movies, if humans are to be spared 
from this encroaching, invisible robot invasion, their likely savior will 
be found in other machines. Recent breakthroughs in neural network 
training hint at what will drive machine evolution to the next level, but 
also save us from algorithms that seek to manipulate us: an AI survival 
of the fittest.

Newer, more advanced forms of deep learning involve the use of 
“generative adversarial networks.” In this type of system, two neural 
networks are paired off against each other in a potentially endless spar-
ring match. The first network strains to create something that seems 
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real  —  an image, a video, a human conversation  —  while the second 
network struggles to determine if it’s fake. At the end of each match, the 
networks receive their results and adjust to get just a little bit better. Al-
though this process teaches networks to produce increasingly accurate 
forgeries, it also leaves open the potential for networks to get better and 
better at detecting fakes.

This all boils down to one important, extremely sci-fi question. If 
both networks are gifted with ever-improving calibration and process-
ing power, which one  —  the “good” AI or the “bad” AI  —  will more of-
ten beat the other?

In the answer quite possibly lies not just the fate of content modera-
tion policy, but also of future wars and elections, as well as democracy, 
civilization, and objective reality. Within a decade, Facebook, Google, 
Twitter, and every other internet company of scale will use neural net-
works to police their platforms. Dirty pictures, state-sponsored botnets, 
terrorist propaganda, and sophisticated disinformation campaigns will 
be hunted by machine intelligences that dwarf any now in existence. 
But they will be battled by other machine intelligences that seek to ob-
fuscate and evade, disorient and mislead. And caught in the middle will 
be us  —  all of us  —  part of a conflict that we definitely started but whose 
dynamics we will soon scarcely understand.

It is a bizarre, science-fiction-seeming future. But for something  
that began with an SF-lovers email thread, it also seems strangely ap-
propriate.
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9
Conclusion

What Do We Know, What Can We Do?

We are as gods and might as well get good at it.

  —  Stewart Br and, “We Are as Gods”

LONG BEFORE THE MILITARY CONVOY ARRIVED in the muggy 
town of Dara Lam, news of the meeting between the U.S. Army colonel 
and the unpopular governor of Kirsham province had seeped into so-
cial media. Angry with the American presence and the governor’s cor-
ruption, local citizens organized for a demonstration. Their trending 
hashtag  —  #justice4all  —  soon drew the attention of international me-
dia. It also drew the eyes of some less interested in justice: the notorious 
Fariq terror network. Using sockpuppet accounts and false reports, the 
terrorists fanned the flames, calling for the protesters to confront the 
American occupiers.

But this wasn’t the full extent of Fariq’s plan. Knowing where a mas-
sive crowd of civilians would gather, the terrorists also set an ambush. 
They’d fire on the U.S. soldiers as they exited the building, and if the 
soldiers fired back, the demonstrators would be caught in the crossfire. 
Pre-positioned cameramen stood ready to record the bloody outcome: 
either dead Americans or dead civilians. A network of online proxies 
was prepared to drive the event to virality and use it for future propa-
ganda and recruiting. Whatever the physical outcome, the terrorists 
would win this battle.

Luckily, other eyes were tracking the flurry of activity online: those of 
a U.S. Army brigade’s tactical operations center. The center’s task was to 
monitor the environment in which its soldiers operated, whether dense 
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cities, isolated mountain ranges, or clusters of local blogs and social me-
dia influencers. The fast-moving developments were detected and then 
immediately passed up the chain of command. The officers might once 
have discounted internet chatter but now understood its importance. 
Receiving word of the protest’s growing strength and fury, the colonel 
cut his meeting short and left discreetly through a back entrance. Fariq’s 
plan was thwarted.

Try as you might, you won’t find any record of this event in the news  
—  and it is not because the battle never took place. It is because Dara 
Lam is a fake settlement in a fake province of a fake country, one that 
endures a fake war on a fake internet that breaks out every few months 
in the very real state of Louisiana.

The Joint Readiness Training Center at Fort Polk holds a special 
place in military history. It was created as part of the Louisiana Maneu-
vers, a series of massive training exercises held just before the United 
States entered World War II. When Hitler and his blitzkrieg rolled over 
Europe, the U.S. Army realized warfare was operating by a new set of 
rules. It had to figure out how to transition from a world of horses and 
telegraphs to one of mechanized tanks and trucks, guided by wireless 
communications. It was at Fort Polk that American soldiers, including 
such legendary figures as Dwight D. Eisenhower and George S. Patton, 
learned how to fight in a way that would preserve the free world.

Since then, Fort Polk has served as a continuous field laboratory 
where the U.S. Army trains for tomorrow’s battles. During the Cold 
War, it was used to prepare for feared clashes with the Soviet Red Army 
and then to acclimatize troops to the jungles of Vietnam. After 9/11, the 
72,000-acre site was transformed into the fake province of Kirsham, re-
plete with twelve plywood villages, an opposing force of simulated in-
surgents, and scores of full-time actors playing civilians caught in the 
middle: in short, everything the Army thought it needed to simulate 
how war was changing. Today, Fort Polk boasts a brand-new innovation 
for this task: the SMEIR.

Short for Social Media Environment and Internet Replication, 
SMEIR simulates the blogs, news outlets, and social media accounts 
that intertwine to form a virtual battlefield atop the physical one. A 
team of defense contractors and military officers simulate the internet 
activity of a small city  —  rambling posts, innocuous tweets, and the oc-
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casional bit of viral propaganda  —  challenging the troops fighting in the 
Kirsham war games to navigate the digital terrain. For the stressed, ex-
hausted soldiers dodging enemy bombs and bullets, it’s not enough to 
safeguard the local population and fight the evil insurgents; they must 
now be mindful of the ebb and flow of online conversation.

From a military perspective, SMEIR is a surreal development. A gen-
eration ago, the internet was a niche plaything, one that the U.S. mili-
tary itself had just walked away from. Only the most far-sighted futur-
ists were suggesting that it might one day become a crucial battlefield. 
None imagined that the military would have to pay millions of dollars 
to simulate a second, fake internet to train for war on the real one.

But in the unbridled chaos of the modern internet, even an innova-
tion like SMEIR is still playing catch-up. Thwarted by an eagle-eyed 
tactical operations officer, actual terrorists wouldn’t just fade back into 
the crowd. They’d shoot the civilians anyway and simply manufacture 
evidence of U.S. involvement. Or they’d manufacture everything about 
the video and use armies of botnets and distant fanboys to overwhelm 
the best efforts of fact-checkers, manipulating the algorithms of the web 
itself.

Nor can such a simulation capture the most crucial parts of the bat-
tlefield. The digital skirmishes that would have determined who actu-
ally won this fight wouldn’t have been limited to Louisiana or SMEIR. 
Rather, they would have been decided by the clicks of millions of people 
who’ve never met a person from Dara Lam and by whatever policy that 
social media company executives had chosen for how to handle Fariq 
propaganda. The reality of what took place in the (fake) battle would 
have been secondary to whatever aspects of it went viral.

Just as soldiers in Louisiana are struggling to adjust to this new in-
formation conflict, so are engineers in Silicon Valley. All the social me-
dia powers were founded on the optimistic premise that a more close-
knit and communal world would be a better one. “[Facebook] was built 
to accomplish a social mission, to make the world more open and con-
nected,” wrote Mark Zuckerberg in a 2012 letter to investors, just as his 
company went public. Yet as we’ve seen, these companies must now 
address the fact that this very same openness and connection has also 
made their creations the place for continual and global conflicts.

This duality of the social media revolution touches the rest of us, 
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too. The evolutionary advantages that make us such dynamic, social 
creatures  —  our curiosity, affinity for others, and desire to belong  —  
also render us susceptible to dangerous currents of disinformation. It 
doesn’t even help to be born into the world of the internet, as is the case 
for millennials and Generation Z. Study after study finds that youth is 
no defense against the dangers we’ve explored in this book. Regardless 
of how old they are, humans as a species are uniquely ill-equipped to 
handle both the instantaneity and the immensity of information that 
defines the social media age.

However, humans are unique in their ability to learn and evolve, to 
change the fabric of their surroundings. Although the maturation of the 
internet has produced dramatic new forces acting upon war and politics  
—  and, by extension, upon all of society  —  these changes are far from 
unknown or unknowable. Even LikeWar has rules.

First, for all the sense of flux, the modern information environment is be-
coming stable. The internet is now the preeminent communications me-
dium in the world; it will remain so for the foreseeable future. Through 
social media, the web will grow bigger in size, scope, and membership, 
but its essential form and centrality to the information ecosystem will 
not change. It has also reached a point of maturity whereby most of its 
key players will remain the same. Like them or hate them, the majority 
of today’s most prominent social media companies and voices will con-
tinue to play a crucial role in public life for years to come.

Second, the internet is a battlefield. Like every other technology before 
it, the internet is not a harbinger of peace and understanding. Instead, 
it’s a platform for achieving the goals of whichever actor manipulates 
it most effectively. Its weaponization, and the conflicts that then erupt 
on it, define both what happens on the internet and what we take away 
from it. Battle on the internet is continuous, the battlefield is contigu-
ous, and the information it produces is contagious. The best and worst 
aspects of human nature duel over what truly matters most online: our 
attention and engagement.

Third, this battlefield changes how we must think about information it-
self. If something happens, we must assume that there’s likely a digital 
record of it  —  an image, video, or errant tweet  —  that will surface sec-
onds or years from now. However, an event only carries power if peo-
ple also believe that it happened. The nature of this process means that 
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a manufactured event can have real power, while a demonstrably true 
event can be rendered irrelevant. What determines the outcome isn’t 
mastery of the “facts,” but rather a back-and-forth battle of psychologi-
cal, political, and (increasingly) algorithmic manipulation. Everything 
is now transparent, yet the truth can be easily obscured.

Fourth, war and politics have never been so intertwined. In cyberspace, 
the means by which the political or military aspects of this competi-
tion are “won” are essentially identical. As a result, politics has taken on 
elements of information warfare, while violent conflict is increasingly 
influenced by the tug-of-war for online opinion. This also means that 
the engineers of Silicon Valley, quite unintentionally, have turned into 
global power brokers. Their most minute decisions shape the battlefield 
on which both war and politics are increasingly decided.

Fifth, we’re all part of the battle. We are surrounded by countless in-
formation struggles  —  some apparent, some invisible  —  all of which 
seek to alter our perceptions of the world. Whatever we notice, what-
ever we “like,” whatever we share, becomes the next salvo. In this new 
war of wars, taking place on the network of networks, there is no neu-
tral ground.

LikeWar isn’t likeable. This state of affairs is certainly not what we 
were promised. And no matter how hard today’s technologists try, their 
best efforts will never yield the perfect, glittering future once envisioned 
by the internet’s early inventors.

Yet recognizing the new truths of the modern information environ-
ment and the eternal aspects of politics and war doesn’t mean admit-
ting defeat. Rather, it allows us to hone our focus and channel our ener-
gies into measures that can accomplish the most tangible good. Some 
of these initiatives can be undertaken by governments, others by social 
media companies, and still others by each of us on our own.

For governments, the first and most important step is to take this new 
battleground seriously. Social media now forms the foundation of com-
mercial, political, and civic life. It is also a conflict space of immense 
consequence to both national and individual citizens’ security. Just as 
the threat of cyberwar was recognized and then organized and prepared 
for over the past two decades, so, too, must this new front be addressed.

This advice is most urgent for democratic governments. As this book 
has shown, authoritarian leaders have long since attuned themselves 
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to the potential of social media, both as a threat to their rule and as a 
new vector for attacking their foes. Although many democracies have 
formed national efforts to confront the resulting dangers, the United 
States  —  the very birthplace of the internet  —  has remained supremely 
ill-equipped. Indeed, in the wake of the episodes you have read about in 
this book, other nations now look to the United States as a showcase for 
all the developments they wish to avoid. So far, America has emerged as 
one of the clearest “losers” in this new kind of warfare.

A model to respond comes from a number of countries that have 
moved beyond the previously discussed military reorganization to the 
creation of “whole-of-nation” efforts intended to inoculate their soci-
eties against information threats. It is not coincidental that among the 
first states to do so were Finland, Estonia, Latvia, Lithuania, and Swe-
den, all of which face a steady barrage of Russian information attacks, 
backed by the close proximity of Russian soldiers and tanks. Their inoc-
ulation efforts include citizen education programs, public tracking and 
notices of foreign disinformation campaigns, election protections and 
forced transparency of political campaign activities, and legal action to 
limit the effect of poisonous super-spreaders.

In many ways, such holistic responses to information threats have an 
American pedigree. One of the most useful efforts to foil Soviet opera-
tions during the Cold War was a comprehensive U.S. government effort 
called the Active Measures Working Group. It brought together peo-
ple working in various government agencies  —  from spies to diplomats 
to broadcasters to educators  —  to collaborate on identifying and push-
ing back against KGB-planted false stories designed to fracture socie- 
ties and undermine support for democracy. There is no such equiva-
lent today. Neither is there an agency comparable to what the Centers 
for Disease Control and Prevention does for health  —  an information 
clearinghouse for government to connect with business and researchers 
in order to work together to battle dangerous viral outbreaks.

It would be easy to say that such efforts should merely be resurrected 
and reconstituted for the internet age  —  and doing so would be a wel-
come development. But we must also acknowledge a larger problem: To-
day, a significant part of the American political culture is willfully denying 
the new threats to its cohesion. In some cases, it’s colluding with them.

Too often, efforts to battle back against online dangers emanating 
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from actors at home and abroad have been stymied by elements within 
the U.S. government. Indeed, at the time we write this in 2018, the 
Trump White House has not held a single cabinet-level meeting on how 
to address the challenges outlined in this book, while its State Depart-
ment refused to increase efforts to counter online terrorist propaganda 
and Russian disinformation, even as Congress allocated nearly $80 mil-
lion for the purpose.

Similarly, the American election system remains remarkably vulner-
able, not merely to hacking of the voting booth, but also to the foreign 
manipulation of U.S. voters’ political dialogue and beliefs. Ironically, 
although the United States has contributed millions of dollars to help 
nations like Ukraine safeguard their citizens against these new threats, 
political paralysis has prevented the U.S. government from taking 
meaningful steps to inoculate its own population. Until this is reframed 
as a nonpartisan issue  —  akin to something as basic as health education  
—  the United States will remain at grave risk.

Accordingly, information literacy is no longer merely an education is-
sue but a national security imperative. Indeed, given how early children’s 
thought patterns develop and their use of online platforms begins, the 
process cannot start early enough. Just as in basic health education, 
there are parallel roles for both families and schools in teaching chil-
dren how to protect themselves online, as well as gain the skills needed 
to be responsible citizens. At younger ages, these include programs that 
focus on critical thinking skills, expose kids to false headlines, and en-
courage them to play with (and hence learn from) image-warping soft-
ware. Nor should the education stop as students get older. As of 2017, at 
least a dozen universities offered courses targeting more advanced criti-
cal thinking in media consumption, including an aptly named one at 
the University of Washington: “Calling Bullshit: Data Reasoning in a 
Digital World.” This small number of pilot programs point the way, but 
they also illustrate how far we have to go in making them more widely 
available.

As in public health, such efforts will have to be supported outside the 
classroom, targeting the broader populace. Just as in the case of viral 
outbreaks of disease, there is a need for everything from public aware-
ness campaigns to explain the risks of disinformation efforts to mass 
media notifications that announce their detected onset.
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Given the dangers, anger, and lies that pervade social media, there’s 
a temptation to tell people to step away from it altogether. Sean Parker 
created one of the first file-sharing social networks, Napster, and then 
became Facebook’s first president. However, he has since become a so-
cial media “conscientious objector,” leaving the world that he helped 
make. Parker laments not just what social media has already done to us, 
but what it bodes for the next generation. “God only knows what it’s do-
ing to our children’s brains,” he said in 2017.

The problem is that not all of us either want to, or even can, make 
that choice. Like it or not, social media now plays a foundational role in 
public and private life alike; it can’t be un-invented or simply set aside. 
Nor is the technology itself bad. As we’ve repeatedly seen in this book, 
its new powers have been harnessed toward both good and evil ends, 
empowering both wonderful and terrible people, often simultaneously. 
Finally, it is damned addictive. Any program advising people to “just 
say no” to social media will be as infamously ineffective as the original 
1980s antidrug campaign.

Instead, part of the governance solution to our social media problem 
may actually be more social media, just of a different kind. While the 
technology has been used to foment a wide array of problems around the 
world, a number of leaders and nations have simultaneously embraced 
its participatory nature to do the opposite: to identify and enact shared 
policy solutions. Such “technocracy” views the new mass engagement 
that social networks allow as a mechanism to improve our civic lives. 
For instance, a growing number of elected governments don’t use social 
media just to frighten or anger their followers; they also use it to expand 
public awareness and access to programs, track citizen wants and needs, 
even gather proposals for public spending. Some also are seeking to in-
ject it more directly into the political process. Switzerland, for instance, 
may be the world’s oldest continuous democracy, but it has been quick 
to use social networks to allow the digitization of citizen petitions and 
the insertion of online initiatives into its policy deliberations. In Aus-
tralia and Brazil, the Flux movement seeks to use technology to return 
to true political representation, whereby elected leaders commit to a 
system allowing parliamentary submission of and digital voting on key 
issues, moving the power from the politician back to the people.

What is common across these examples of governance via network is 
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the use of social media to learn and involve. It is the opposite of gover-
nance via trolling  —  the all-too-frequent use of social media to attack, 
provoke, and preen.

This points to perhaps the biggest challenge of all: it will be hard to 
overcome any system that incentivizes an opposite outcome. Not just 
our networks but our politics and culture have been swarmed by the 
worst aspects of social media, from lies and conspiracy theories to ho-
mophily and trolling. This has happened for the very reason that it 
works: it is rewarded with attention, and, as we have seen, this attention 
becomes power.

Super-spreaders play a magnified role in our world; there is no chang-
ing that fact now. But it is how they are rewarded that determines whether 
their influence is a malign or benevolent one. When someone engages in 
the spread of lies, hate, and other societal poisons, they should be stigma-
tized accordingly. It is not just shameful but dangerous that the purvey-
ors of the worst behaviors on social media have enjoyed increased fame 
and fortune, all the way up to invitations to the White House. Stopping 
these bad actors requires setting an example and ensuring that repeat 
offenders never escape the gravity of their past actions and are excluded 
from the institutions and platforms of power that now matter most in 
our society. In a democracy, you have a right to your opinion, but no 
right to be celebrated for an ugly, hateful opinion, especially if you’ve 
spread lie after lie.

Indeed, social media actions need to be taken all the more seriously 
when their poisonous side infects realms like national security, where 
large numbers of people’s lives are at stake. Those who deliberately facili-
tate enemy efforts, whether it be providing a megaphone for terrorist groups 
or consciously spreading disinformation, especially that from foreign govern-
ment offensives, have to be seen for what they are. They are no longer just 
fighting for their personal brand or their political party; they are aiding 
and abetting enemies that seek to harm all of society.

We must also come to grips with the new challenge of free speech in 
the age of social media  —  what is known as “dangerous speech.” This 
term has emerged from studies of what prompts communal violence. It 
describes public statements intended to inspire hate and incite violent 
actions, usually against minorities. Dangerous speech isn’t merely par-
tisan language or a bigoted remark. These are, alas, all too common. 
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Rather, dangerous speech falls into one or more of five categories: de-
humanizing language (comparing people to animals or as “disgust-
ing” or subhuman in some way); coded language (using coy historical 
references, loaded memes, or terms popular among hate groups); sug-
gestions of impurity (that a target is unworthy of equal rights, some-
how “poisoning” society as a whole); opportunistic claims of attacks on 
women, but by people with no concern for women’s rights (which allows 
the group to claim a valorous reason for its hate); and accusation in a 
mirror (a reversal of reality, in which a group is falsely told it is under 
attack, as a means to justify preemptive violence against the target). 
This sort of speech poses a mortal threat to a peaceable society, espe-
cially if crossed with the power of a super-spreader to give it both vali-
dation and reach.

Cloaking itself in ambiguity and spreading via half-truths, danger-
ous speech is uniquely suited to social media. Its human toll can be 
seen in episodes like the web-empowered anti-Muslim riots of India 
and the genocide of the Rohingya people in Myanmar. But what the re-
searchers who focus on the problem have grown most disturbed by is 
how “dangerous speech” is increasingly at work in the U.S. Instances of 
dangerous speech are at an all-time high, spreading via deliberate infor-
mation offenses from afar, as well as via once-scorned domestic extrem-
ists whose voices have become amplified and even welcomed into the 
mainstream. The coming years will determine whether these danger-
ous voices will continue to thrive in our social networks, and thus our 
politics, or be defeated.

This challenge takes us beyond governments and their voters to the 
accountability we should demand from the companies that now shape 
social media and the world beyond. It is a strange fact that the enti-
ties best positioned to police the viral spread of hate and violence are 
not legislatures, but social media companies. They have access to the 
data and patterns that evidence it, and they can more rapidly respond 
than governments. As rulers of voluntary networks, they determine the 
terms of service that reflect their communities’ and stockholders’ best 
interests. Dangerous speech is not good for either.

This is just one dimension of the challenges these companies must 
confront. Put simply, Silicon Valley must accept more of the political and so-
cial responsibility that the success of its technology has thrust upon it. “The 
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more we connect, the better it gets” is an old Facebook slogan that re-
mains generally representative of how social media companies see the 
world. As we’ve seen, that slogan is neither true nor an acceptable way 
for these firms to approach the new role they play in society.

Although figures like Mark Zuckerberg have protested at various 
times that they should not be considered “arbiters of the truth,” this is 
exactly what they are. The information that spreads via their services  —  
governed by their legal and software codes  —  shapes our shared reality. 
If they aren’t the arbiters of truth, who is?

Accordingly, these companies must abandon the pretense that they are 
merely “neutral” platform providers. It is a weak defense that they out-
grew many years ago. Bigots, racists, violent extremists, and professional 
trolls do not have to be accorded the same respect as marginalized peo-
ples and democratic states. In turn, the authoritarian governments that 
exploit their networks and target their users must be treated as adversar-
ies  —  not potential new markets.

In the process, Silicon Valley must also break the code of silence that per-
vades its own culture. Our past research has brought us into contact with 
soldiers, spies, mercenaries, insurgents, and hackers. In every case, they 
proved oddly more willing to speak about their work  —  and how they 
wrestle with the thorny dilemmas within it  —  than those employed at 
big social media companies. As technology reporter Lorenzo Frances-
chi-Bicchierai has similarly written of his experience reporting on Face-
book, “In many cases, answers to simple questions  —  are the nude im-
ages blurred or not, for instance  —  are filtered to the point where the 
information Facebook gives journalists is not true.”

These companies should walk their talk, embracing proactive infor-
mation disclosures instead of just using the word “transparency” ad in-
finitum in vague press releases. This applies not just to the policies that 
govern our shared online spaces but also to the information these com-
panies collect from those spaces. It’s unacceptable that social media 
firms took nearly a year after the 2016 U.S. election to release data show-
ing definitive proof of a Russian disinformation campaign  —  and even 
then, only after repeated demands by Congress.

It is perhaps especially troubling that, despite all the political and 
public pressure, most are still dragging their feet in disclosing the full 
extent of what played out across their networks. Of the major social me-

268  LikeWar

Singer_LIKEWAR_F.indd   268 7/20/18   11:21 AM



dia companies, Reddit is the only one that preserved the known fake 
Russian accounts for public examination. By wiping clean this crucial 
evidence, the firms are doing the digital equivalent of bringing a vac-
uum cleaner to the scene of a crime. They are not just preventing inves-
tigators and researchers from exploring the full extent of what occurred 
and how to prevent a repeat. They are destroying what should be a me-
morial to a moment of mass manipulation and misinformation that very 
much altered world history.

Just as all companies have a role in public health, so does Silicon Val-
ley have a responsibility to help build public information literacy. Own-
ing the platforms by which misinformation spreads, social media com-
panies are in a powerful position to help inoculate the public. The most 
effective of these initiatives don’t simply warn people about general mis-
information (e.g., “Don’t believe everything you read on the internet”) 
or pound counterarguments into their heads (e.g., “Here are ten rea-
sons why climate change is real”). Rather, effective information literacy 
education works by presenting the people being targeted with specific, 
proven instances of misinformation, encouraging them to understand 
how and why it worked against them. Here again, the firms have mostly 
buried this information instead of sharing it with victims. Social media 
firms should swallow the fear that people will abandon their services en 
masse if they engage in these sorts of initiatives (we’re too addicted to 
quit anyway). In their quest to avoid liability and maintain the fiction 
that they’re blameless, social media firms have left their customers un-
armed for battle.

This battle will only become more intense. Therefore, these compa-
nies should steal a lesson from the fictional battlefields of Dara Lam. It’s 
not enough to experiment and train for today’s battles of LikeWar; they 
must look ahead to tomorrow’s.

The companies must proactively consider the political, social, and moral 
ramifications of their services. It is telling that, across all the episodes de-
scribed in this book, not a single social media firm tried to remedy the 
ills that played out on their networks until they became larger prob-
lems, even though executives could see these abuses unfolding in real 
time. Even when these firms’ own employees sounded alarms about is-
sues ranging from hate groups to harassment, they were consistently 
ignored. Similarly, when outside researchers raised concerns about 
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emerging problems like neo-Nazi trolling and Russian disinformation 
campaigns during the 2016 U.S. election, the firms essentially dismissed 
them.

Changing to a proactive strategy will require the firms to alter their 
approach to product development. In the same way that social media 
companies learned to vet new features for technical bugs, any algorith-
mic tweak or added capability will require them to take a long, hard 
look at how it might be co-opted by bad actors or spark unintended con-
sequences  —  before the feature is released to the masses in a chaotic 
“beta test.” Much like the U.S. Army playing war games at Fort Polk, 
these companies should aggressively “game out” the potential legal, so-
cial, and moral effects of their products, especially in regard to how the 
various types of bad actors discussed in this book might use them. The 
next time a malicious group or state weaponizes a social media plat-
form, these companies won’t be able to beg ignorance. Nor should we 
allow them to use that excuse any longer.

Amid all this talk of taking responsibility, it’s important to recog-
nize that this is the appropriate moment in both the internet’s and these 
companies’ own maturation to do so. As internet sociologist Zeynep 
Tufekci has reminded us, “Facebook is only 13 years old, Twitter 11, and 
even Google is but 19. At this moment in the evolution of the auto indus-
try, there were still no seat belts, airbags, emission controls, or manda-
tory crumple zones.” The critics of social media should remember that 
the companies aren’t implacable enemies set on ruining the social fab-
ric. They’re just growing into their roles and responsibilities. By acting 
less like angry customers and more like concerned constituents, we stand the 
best chance of guiding these digital empires in the right direction.

And this points to our own individual role in a realm of escalating  
online war  —  that is, recognizing our burgeoning responsibilities as  
citizens and combatants alike.

Like any viral infection, information offensives work by targeting the 
most vulnerable members of a population  —  in this case, the least in-
formed. The cascading nature of “likes” and “shares” across social net-
works, however, means that the gullible and ignorant are only the entry 
point. Ignorance isn’t bliss; it just makes you a mark. It also makes you 
more likely to spread lies, which your friends and family will be more in-
clined to believe and spread in turn.
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Yet the way to avoid this isn’t some rote recommendation that we all 
simply “get smart.” That would be great, of course, but it is unlikely to 
happen and still wouldn’t solve most problems. Instead, if we want to stop 
being manipulated, we must change how we navigate the new media environ-
ment. In our daily lives, all of us must recognize that the intent of most 
online content is to subtly influence and manipulate. In response, we 
should practice a technique called “lateral thinking.” In a study of infor-
mation consumption patterns, Stanford University researchers gauged 
three groups  —  college undergraduates, history PhDs, and professional 
fact-checkers  —  on how they evaluated the accuracy of online informa-
tion. Surprisingly, both the undergraduates and the PhDs scored low. 
While certainly intelligent, they approached the information “verti-
cally.” They stayed within a single worldview, parsing the content of 
only one source. As a result, they were “easily manipulated.”

By contrast, the fact-checkers didn’t just recognize online manip-
ulation more often, they also detected it far more rapidly. The reason 
was that they approached the task “laterally,” leaping across multiple 
other websites as they made a determination of accuracy. As the Stan-
ford team wrote, the fact-checkers “understood the Web as a maze filled 
with trap doors and blind alleys, where things are not always what they 
seem.” So they constantly linked to other locales and sources, “seeking 
context and perspective.” In short, they networked out to find the truth. 
The best way to navigate the internet is one that reflects the very struc-
ture of the internet itself.

There is nothing inherently technological about this approach. In-
deed, it’s taught by one of the oldest and most widely shared narratives 
in human history: the parable of the blind men and the elephant. This 
story dates back to the earliest Buddhist, Hindu, and Jain texts, almost 
4,000 years ago. It describes how a group of blind men, grasping at dif-
ferent parts of an elephant, imagine it to be many different things: a 
snake, a tree, a wall. In some versions of the story, the men fall to mortal 
combat as their disagreement widens. As the Hindu Rigveda summa-
rizes the story, “Reality is one, though wise men speak of it variously.”

When in doubt, seek a second opinion  —  then a third, then a fourth. 
If you’re not in doubt, then you’re likely part of the problem!

What makes social media so different, and so powerful, is that it is a 
tool of mass communication whose connections run both ways. Every 
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act on it is simultaneously personal and global. So in protecting ourselves 
online, we all, too, have broader responsibilities to protect others. Think of 
this obligation as akin to why you cover your mouth when you cough. 
You don’t do it because it directly protects you, but because it protects 
all those you come in contact with, and everyone whom they meet in 
turn. This ethic of responsibility makes us all safer in the end. It works 
the same way in social media.

That leads us to a final point as to how to handle a world of “likes” 
and lies gone viral online. Here again, to succeed in the digital future 
is to draw upon the lessons of the past, including some of the oldest re-
corded. Plato’s Republic, written around 520 bce, is one of the founda-
tional works of Western philosophy and politics. One of its most impor-
tant insights is conveyed through “The Allegory of the Cave.” It tells the 
story of prisoners in a cave, who watch shadows dance across the wall. 
Knowing only that world, they think the shadows are reality, when ac-
tually they are just the reflections of a light they cannot see. (Note this 
ancient parallel to Zuckerberg’s fundamental notion that Facebook was 
“a mirror of what existed in real life.”)

The true lesson comes, though, when one prisoner escapes the cave. 
He sees real light for the first time, finally understanding the nature of 
his reality. Yet the prisoners inside the cave refuse to believe him. They 
are thus prisoners not just of their chains but also of their beliefs. They 
hold fast to the manufactured reality instead of opening up to the truth.

Indeed, it is notable that the ancient lessons of Plato’s cave are a core 
theme of one of the foundational movies of the internet age, The Matrix. 
In this modern reworking, it is computers that hide the true state of the 
world from humanity, with the internet allowing mass-scale manipula-
tion and oppression. The Matrix came out in 1999, however, before so-
cial media had changed the web into its new form. Perhaps, then, the 
new matrix that binds and fools us today isn’t some machine-generated 
simulation plugged into our brains. It is just the way we view the world, 
filtered through the cracked mirror of social media.

But there may be something more. One of the underlying themes of 
Plato’s cave is that power turns on perception and choice. It shows that 
if people are unwilling to contemplate the world around them in its ac-
tuality, they can be easily manipulated. Yet they have only themselves 
to blame. They, rather than the “ruler,” possess the real power  —  the 
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power to decide what to believe and what to tell others. So, too, in The 
Matrix, every person has a choice. You can pick a red pill (itself now an 
internet meme) that offers the truth. Or you can pick a blue pill, which 
allows you to “believe whatever you want to believe.”

Social media is extraordinarily powerful, but also easily accessible 
and pliable. Across it play out battles for not just every issue you care 
about, but for the future itself. Yet within this network, and in each of 
the conflicts on it, we all still have the power of choice. Not only do we 
determine what role we play, but we also influence what others know 
and do, shaping the outcomes of all these battles. In this new world, the 
same basic law applies to us all:

You are now what you share.
And through what you choose, you share who you truly are.
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1. THE WAR BEGINS

page
1 “It was an extraordinary”: George Orwell, Homage to Catalonia (Hough-
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Average Viewership,” TV by the Numbers, June 16, 2010, http://tvby 
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a $60,000 Weave? A Gawker Investigation [Updated],” Gawker, May 
24, 2016, http://gawker.com/is-donald-trump-s-hair-a-60-000-weave-a 
-gawker-invest-1777581357.

2 “Don’t be afraid”: Donald Trump (@realDonaldTrump), “ ‘Don’t be 
afraid of being unique  —  it’s like being afraid of your best self.’  —  Donald 
J. Trump http://tinyurl.com/pqpfvm,” Twitter, May 17, 2009, 8:00 a.m., 
https://twitter.com/realdonaldtrump/status/1826225450.

2 Trump’s Twitter messages: In 2009, 59 messages; in 2010, 142; in 2011, 
774; and in 2012, 3,531. Trump Twitter Archive, http://www.trumptwitter 
archive.com/archive.

2 soon reached into: David Robinson, “Text Analysis of Trump’s Tweets 
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(blog), August 9, 2016, http://varianceexplained.org/r/trump-tweets/.

3 Trump issued screeds: Donald Trump (@realDonaldTrump), “What a 
convenient mistake: @BarackObama issued a statement for Kwanza but 
failed to issue one for Christmas,” Twitter, December 28, 2011, 8:02 a.m., 
https://twitter.com/realdonaldtrump/status/152056935712169984.

3 whom he’d praised: Friga Garza, “Remember When Donald Trump Said 
‘I Really Like’ President Obama in 2009?,” Complex, July 13, 2015, http://
www.complex.com/pop-culture/2015/07/donald-trump-i-really-like-
obama.

3 directing his Twitter followers: Donald Trump (@realDonaldTrump), 
“Busy doing phoners this week with Neil Cavuto, Wolf Blitzer, Fox & 
Friends, and Larry Kudlow . . . check out http://shouldtrumprun.com/,” 
Twitter, January 21, 2011, 9:20 a.m., https://twitter.com/realdonaldtrump/
status/28502098983260160.

3 “Let’s take a closer look”: Donald Trump (@realDonaldTrump), “Let’s 
take a closer look at that birth certificate. @BarackObama was described 
in 2003 as being ‘born in Kenya,’ ” Twitter, May 18, 2012, 12:31 p.m., https://
twitter.com/realdonaldtrump/status/203568571148800001.

3 tiny bursts of dopamine: Amy B. Wang, “Former Facebook VP Says 
Social Media Is Destroying Society with ‘Dopamine-Driven Feedback 
Loops,’ ” Washington Post, December 12, 2017, https://www.washington 
post.com/news/the-switch/wp/2017/12/12/former-facebook-vp-says-
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social-media-is-destroying-society-with-dopamine-driven-feedback-
loops/?utm_term=.7fab7098c0aa.

3 some 15,000 tweets: Compiled from Trump’s use of “Twitter for An-
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