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Introduction

“HOW MUCH YOU PAY FOR ENEMIES CYBER WEAPONS?”

The question was posed online with no preamble and in broken 
En glish. It sounded like a prank, a thought experiment, or an internet 
troll shouting into the digital ether. It was none of  these  things.

This message, posted in 2016 by an account calling itself “theshad-
owbrokers,” began a series of events that would send shock waves 
through United States intelligence agencies and beyond. During a 
year- long escapade, the Shadow Brokers released documents that ex-
posed how hackers working on behalf of the American government 
had penetrated networks around the world to delay, disrupt, and de-
fang their targets. Their purloined files revealed that hacking was a 
fundamental, though mostly secret, tool of American statecraft, one 
deployed clandestinely against foe and friend alike.1

The Shadow Brokers released more than just documents. They 
revealed a collection of hacking tools amassed and guarded by the 
National Security Agency, or NSA, that  were so power ful that Amer-
ican hackers likened them to “fishing with dynamite.” And now this 
dynamite had suddenly been made available to anyone for  free.2
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The result was predictably disastrous. Hackers from authoritarian 
regimes and criminal groups repurposed the exposed code for use in 
their own devastating cyber attacks. They rank as the most destruc-
tive hacks in history, wreaking more than $14 billion of damage, in-
fecting hundreds of thousands of computers, and interfering with 
businesses across the globe. American spy agencies that  were accus-
tomed to stealing  other’s secrets and penetrating  others’ intelligence 
operations did not know what had hit them. The United States gov-
ernment began a massive counterintelligence investigation into the 
Shadow Brokers, an inquiry made much more difficult by the careful 
steps the group had taken to cover its tracks. Though it has not been 
confirmed, leaks from the investigation suggest the Shadow Brokers 
were Rus sian in origin. Amer i ca’s loss was Rus sia’s gain.3

The Shadow Brokers’ data dump and the attacks that followed 
were the culmination of an unmistakable trend: over two de cades, the 
international arena of digital competition has become ever more 
aggressive. The United States and its allies can no longer dominate 
the field the way they once did. Devastating cyber attacks and data 
breaches animate the fierce strug gle among states. Chinese hackers 
plunder American business secrets and steal digital consumer rec ords 
while Rus sian hackers interfere in the power grids and electoral poli-
tics of their adversaries. Even isolated countries such as North  Korea 
and Iran can now decimate major global corporations like Sony and 
Aramco. And for all the blows it has suffered,  there is no doubt that 
the United States continues to punch back. This book shows how all 
these events fit together, synthesizing and interpreting two de cades 
of modern history to show how hackers have reshaped the world.

The chaotic arena of cyber operations that this book portrays is 
not what scholars and military planners had long  imagined. They had 
always envisioned cyber attacks as a kind of digital equivalent to 



 

nuclear war: devastating but rare. This notion first  etched itself into 
American consciousness with the 1983 movie WarGames, which fea-
tured a young Matthew Broderick inadvertently bringing the world 
to the brink of nuclear Armageddon by hacking into military com-
puters. President Ronald Reagan saw the film the day  after its release 
and demanded that the government investigate its premise.4 Over the 
five presidencies since, an endless string of Washington blue- ribbon 
commissions has addressed the specter of digital destruction. Books 
by academics and policymakers have conjured up images of hacked 
power plants and air traffic control networks, of food shortages and 
mass panic.

Rather than realizing this apocalyptic vision, however, cyber at-
tacks have become a low- grade yet per sis tent part of geopo liti cal 
competition. They happen  every day. Government hackers play an 
unending game of espionage and deception, attack and counterat-
tack, destabilization and retaliation. This is a new form of statecraft, 
more subtle than policymakers  imagined, yet with impacts that are 
world- changing.

Signaling and Shaping

The more competitive aspects of statecraft rely on two overlapping 
but distinct approaches: signaling and shaping. The distinction be-
tween the two is vital.5 If international relations are like a game of 
high- stakes poker, to signal is to hint credibly at the cards one holds, 
in an attempt to influence how the other side  will play its hand. To 
shape is to change the state of play, stacking the deck or stealing an 
opponent’s card for one’s own use.

This book argues that while cyber capabilities are increasingly ver-
satile tools for shaping geopolitics and seizing the advantage, they 
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are comparatively ill- suited for signaling a state’s positions and 
intentions.

Since the dawn of the nuclear age, the theory and practice of in-
ternational relations has focused on signaling, and with good reason: 
humankind’s most power ful weapons have become so destructive 
that they cannot be used except in the most extreme of circum-
stances. The canonical scholarship of the Cold War period thus ex-
plained not how to win a conflict, but how to avoid it on one’s own 
terms.6 Theorists like Thomas Schelling, who received the Nobel me-
morial prize in economics for his studies of game theory, described 
how a state can gain and retain an edge without firing a single shot. 
To hear Schelling tell it, much of statecraft is about manipulating 
the shared risk of war, coercing an adversary with carefully cali-
brated threats so as to gain a peaceful advantage.

Military mobilization is an example of statecraft by signaling. De-
ploying armed forces highlights one’s fighting capabilities and dem-
onstrates resolve to adversaries. It suggests that any aggression  will 
bring significant consequences. For this reason, during the Cold War, 
the United States regularly positioned forces in Western Eu rope. 
Since  there  were not nearly enough American troops to stop a So-
viet invasion, one might have wondered what  these warriors could 
do. Schelling had a ready answer: “Bluntly, they can die. They can 
die heroically, dramatically, and in a manner that guarantees that the 
action cannot stop  there.”7 The Soviets knew that no president could 
suffer the loss of thousands of Americans and not retaliate. The troops 
lent credibility to the United States’ signal of commitment to the con-
tinent. Their presence helped keep the peace.

The importance of signaling resonated in the highest levels of 
government. Some se nior foreign policy decision- makers fancied 
themselves Kremlinologists who could interpret the signals of Soviet 



 

leaders and deduce how best to respond. Presidents and premiers 
signaled to each other, too: the most iconic moments of statecraft in 
the Cold War  were Kennedy and Khrushchev’s  battle of  wills in the 
Cuban Missile Crisis and Reagan and Gorbachev’s tense negotiations 
at Reykjavik. Thousands of history books give weight to this kind of 
statecraft.8

Many scholars ignored how clandestine activities subtly  shaped
the global environment.  These operations  were hard to spot and 
harder still to study, but they mattered. A few American policymakers 
argued early on that aggressive shaping needed more attention. The 
famed diplomat George Kennan wrote in 1948 that American poli-
cymakers hewed too blindly to an overly simplistic worldview, in 
which times of war  were neatly separated from times of peace, failing 
to “recognize the realities of international relations— the perpetual 
rhythm of strug gle, in and out of war.”9 Kennan suggested that 
the inevitable conflict between states’ divergent interests would 
lead to a constant competition for advantage— a vision that proved 
prescient.

Both superpowers tried to reshape the Cold War through espio-
nage and deception. Soviet military planners wrote extensively about 
the practice of maskirovka, or “ little masquerade”— multifaceted de-
ception campaigns to mislead the  enemy’s po liti cal and military 
leadership.10 While it is true that the adversary sometimes spotted 
these efforts, they  were not designed to act as geopo liti cal signals and 
compel a change in be hav ior by threatening harm. They  were oper-
ational and strategic tricks meant to gain an edge.

Without maskirovka, the Cuban Missile Crisis with all its drama 
and signaling would not have unfolded as it did. Deception helped 
get the missiles to Cuba. The Soviets began with code- names that 
made it seem to anyone listening to their communications as if the 



6 Introduction

missiles  were bound for the Bering Sea. When the time came to load 
the ships that would instead travel to Cuba, the Soviets covered the 
missiles in farm equipment to fool observers, and in metal sheets to 
block infrared photography. The troops on board the ships  were kept 
below decks in stifling heat and darkness, and even the captains did 
not know the true destination  until they  were underway. The secrecy 
was so all- encompassing that some of the Soviet troops swore they 
would never leave port again.

To further the deception, the Soviets leaked accurate information 
about their own operation to Cuban counterrevolutionary forces 
likely to communicate with Western intelligence.  These forces, and 
their friendly newspapers in Miami, had a well- earned reputation for 
exaggeration and poor attention to detail. When a flood of Cuban 
voices correctly reported the arrival of Soviet missiles, the CIA dis-
counted their claims as hyperbole, choosing instead to believe the 
repeated Soviet denials. As a result, the United States failed to rec-
ognize the danger for months  after the initial Soviet missile deploy-
ments began, and did so only once spy plane missions and sources 
on the ground produced direct evidence that policymakers could not 
ignore.11

Pushed far enough, deception can morph into sabotage. Late in 
the Cold War, the Soviet Union began to spy aggressively on Amer-
ican technological production and markets, obtaining thousands of 
technical documents and sample products for their engineers to 
study. Once the CIA realized what was happening, the agency saw 
an opportunity. It fed flawed designs to the Soviets, ones that looked 
real but would fail before too long. As a result, the CIA managed to 
get poor- quality computer chips installed into Soviet equipment, 
faulty turbines installed into Soviet gas pipelines, and much more. 
Duped Soviet engineers unwittingly used defective designs for chem-



 

ical plants and tractor factories. The Soviet space shut tle, which 
never flew, was a variant of a rejected NASA blueprint.  Until well 
after the end of the Cold War, the Soviets never knew about the CIA’s 
program, which is just how the American saboteurs wanted it.12 Al-
most always out of view, shaping mattered, too.

How Hackers Change Statecraft

Today, one of the primary ways governments shape geopolitics is by 
hacking other countries. Hackers’ power and flexibility are under-
appreciated, especially by  those who focus only on the most vis i ble 
attacks or on an  imagined civilization- ending cyber war. Government 
hackers continually find ways to advance their states’ interests and 
hinder  those of their adversaries. Like a boxer who wins on points 
rather than with a knockout blow, they can be effective without being 
flashy or drawing blood.

Cyber operations show up again and again in the sophisticated 
modern state’s playbook. Hackers wiretap, spy, alter, sabotage, dis-
rupt, attack, manipulate, interfere, expose, steal, and destabilize. 
They fray the  enemy’s social fabric and denude its hacking capabili-
ties. To understand con temporary statecraft, one must understand 
these shaping operations and their cumulative strategic effects.

Conversely, cyber operations are ill- suited for signaling. When 
states deploy cyber operations to communicate to other states, the 
signals tend to lack calibration, credibility, and clarity.

This is not a view aligned with conventional wisdom, with its roots 
in Cold War theories.13 Policymakers and scholars frequently pre sent 
cyber capabilities as analogous to nuclear capabilities, which make 
signaling essential given the potentially catastrophic impacts, or as 
analogous to conventional military capabilities, which make signaling 
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easier given their high visibility. For military leaders, cyber capa-
bilities may seem like tank battalions: reliable assets that can be 
deployed against a wide range of targets and whose force is easily 
understood.

But  these comparisons to nuclear and conventional weapons are 
misleading. Cyber capabilities are not nearly as power ful as nuclear 
weapons or even most conventional military capabilities. Nor are 
they as dependable, fungible, or retargetable as traditional arms. 
Maybe most vexing of all, the operational functioning of cyber ca-
pabilities is nonintuitive; while most policymakers and scholars 
understand what nuclear weapons and tanks can do, the possibili-
ties, pitfalls, and pro cesses of hacking missions are comparatively 
opaque.14

The best way to conceptualize cyber operations is not through fa-
miliar signaling- centric paradigms, but through the framework of 
shaping, rooted in concepts like espionage, sabotage, and destabili-
zation. The states that reap the most benefits from hacking are the 
ones that aggressively mold the geopo liti cal environment to be more 
to their liking, not the ones that try to hint, coerce, or threaten.15

This book shows that governments hack ever more forcefully in 
their never- ending competition for preeminence. Each chapter  will 
explore a distinct objective of this hacking and put forward one case 
or campaign as an exemplar. Many of the same operational steps ap-
pear in case  after case, even as the end goals differ. To form  these nar-
ratives, the book draws on firsthand interviews, government files, 
technical forensic analyses, leaked documents, and in- depth media 
reporting.16

These sources clearly show that government hacking has evolved 
and accelerated over the past two de cades. It used to consist of es-
pionage operations almost entirely out of public view. The United 



 

States and its allies had crucial advantages in this arena, examined in 
Part One. Over time, as Part Two shows, states built capabilities for 
covert cyber sabotage, and then for overt cyber attacks. States next 
realized how cyber operations could have broader effects, indiscrim-
inately disrupting adversaries’ companies and destabilizing their 
socie ties. Part Three focuses on some of the biggest hacking events 
of the last five years, turning to the story of the Shadow Brokers and 
other cases of destabilization. Cyber operations are now indelibly 
part of international relations, and the gap between the United States 
and other countries has narrowed considerably.

As competition rages in this new field of global engagement, 
every one on the internet is caught in the crossfire and subject to the 
“perpetual rhythm of strug gle” that Kennan warned about. This 
strug gle does not manifest itself in public debates at the United 
Nations or even the discreet summits of international leaders. It does 
not rely on con spic u ous military mobilizations or troops that serve 
as  human trip wires. Instead, it flows through vast server farms, ad 
hoc networks of unwitting participants, third- party states, and homes 
and workplaces nearly everywhere. The global communications 
links, encryption mechanisms, internet companies, and computers 
that individuals use  every day are the new front lines of statecraft. 
For better and for worse, hackers— working for, against, and within 
states— are shaping the  future of the world.





P A R T  O N E

ESPIONAGE





IT WAS THE  MIDDLE OF MAY 2010 and a key vote was drawing near at 
the United Nations Security Council. The United States was pushing 
for tougher sanctions on Iran, which was enriching uranium in defi-
ance of international law. The sanctions would require the world’s 
countries to inspect ships and planes  going to or coming from Iran if 
forbidden cargo was suspected. They would also ban certain Ira nian 
companies from  doing business overseas. A Security Council reso-
lution was an imperfect vehicle, but it would create economic stress, 
further isolate Iran, and show that the world was ready to stop Iran 
from getting the bomb. The United States and its allies planned to 
follow a successful resolution with additional sanctions to ratchet up 
the pressure and force Iran to negotiate.1

But the Security Council’s passage of the proposal was no sure 
thing. Susan Rice, the United States ambassador to the United Na-
tions, wanted to understand exactly what the member countries of 
the Council  were thinking. She wanted to know their goals, concerns, 
and negotiating positions. She and her staff had talked to their 
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representatives, of course, but knew such discussions could be 
filled with misdirection and bluffing. Rice needed to ascertain the 
members’ true sentiments so that she could develop a strategy to 
hammer out a deal and win their votes.

The NSA was built for moments like this. The intelligence agency, 
which specializes in hacking, wiretapping, and codebreaking, al-
ready had programs in place to spy on several members of the 
Security Council, including China, Rus sia, France, Japan, Mexico, 
and Brazil.2 But  there were four other countries— Bosnia, Gabon, 
Uganda, and Nigeria— which had only recently rotated onto the Se-
curity Council and would soon rotate off. Their votes  were also 
impor tant to win, but the United States lacked advanced espionage 
programs against them. The NSA would have to develop the re-
quired capabilities, and with the sanctions vote looming, it would 
have to do so quickly.

NSA  lawyers raced to get  legal authorization  under the Foreign 
Intelligence Surveillance Act, which governs the agency’s activities 
within the United States. They sought permission to expand the 
NSA’s spying to target the other four countries’ embassies in Wash-
ington and their del e ga tions to the United Nations in New York. With 
time  running short, the NSA  legal team worked over the weekend 
of May 22–23. NSA Director Keith Alexander, a hard- charging Army 
general, signed off on the increased surveillance on May 24. Approval 
from Secretary of Defense Robert Gates and the Department of Jus-
tice followed soon  after. The FISA Court accepted the four requests 
for increased espionage just two days  later, setting a rec ord for speed.

With the  legal authorization in place, the NSA was  free to act. The 
agency coordinated with its close partner, the telecommunications 
com pany AT&T, which counted the United Nations in New York as 
a client. AT&T had long provided intelligence to the NSA on the data 
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that transited the com pany’s network, and now it was perfectly po-
sitioned to supply key information on the agency’s new targets. Using 
the information about the UN’s communications that AT&T offered, 
as well as other sources, analysts at the NSA quickly built up a pic-
ture of what the key Security Council members  were saying in their 
internal debates. The analysts then rushed that information to Rice 
and  others, who used it to guide their negotiating strategy.

It worked. The resolution passed, twelve to two. President Obama 
hailed the resolution’s passage as delivering “the toughest sanctions 
ever faced by the Ira nian government.”3 The United States had de-
ployed its espionage capabilities for insights into other countries, 
then turned  those insights into geopo liti cal advantage. Rice remarked 
in a file  later leaked by Edward Snowden that the NSA’s intelligence 
effort had “helped me to know when the other [state’s represen-
tatives]  were telling the truth . . .  revealed their real position on 
sanctions . . .  gave us an upper hand in negotiations . . .  and pro-
vided information on vari ous countries’ ‘red lines.’ ”4

This case reveals an impor tant fact: the United States and its 
allies have what some in the NSA call a “home- field advantage” when 
it comes to cyber operations. They are well- positioned along the key 
hubs and cables that connect the globe. United States telecommuni-
cations providers such as AT&T serve a gigantic variety of clients. 
Other American corporations are also central to the modern digital 
ecosystem. Individuals, corporations, and governments all over the 
world voluntarily give data to Google, Facebook, Amazon, and other 
firms.  These companies are subject to American law and are compelled 
partners of the intelligence community, meaning they must turn over 
information on foreign intelligence targets to the government.5

The two parts of this home- field advantage— collection from tele-
communications sites and access to data from internet firms like 
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Google and Facebook— work together to play a significant role in the 
American intelligence apparatus. They represent a shift from the 
millennia- old form of espionage, in which a well- placed  human 
source steals a few vital secrets at a time, and also differ from the 
most common type of cyber operation: hacking an individual target 
or device. Together, the two parts of this advantage feed power ful 
analytic tools that provide intelligence analysts with near- real- time 
insights on targets, offering power ful new means of finding  people 
of interest. Using  these tools, the NSA has enabled missions that 
have killed hundreds of terrorists, thwarted foreign hackers, in-
formed international negotiations, and produced many thousands 
of intelligence reports for policymakers at the highest levels of gov-
ernment.6 The details of par tic u lar cases are not always known, but 
the aggregate impact on statecraft is unmistakable.

But the home- field advantage requires secrecy.  These activities do 
not attempt to signal to other states or change their be hav ior; indeed 
they may only succeed if the other states remain unaware and con-
tinue typical operations. They hinge on using the United States’ fa-
vorable position, power ful partnerships, and overseas alliances to 
better understand the world as it is— and give policymakers the tools 
to remake it into the world they want it to be.  These are shaping mis-
sions through and through.

Why History and Geography  Matter

Porthcurno is a tiny village at the southwest tip of Britain. Though 
the village is now obscure, in 1870 it became host to the most impor-
tant telecommunications hub in the world. Its Cornwall beach loca-
tion made it an ideal termination point for undersea telegraph lines. 
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An army of workers maintained  these cables and transmitted millions 
of messages. When World War II broke out, the British considered 
this telecommunications equipment so vital they rushed to build 
bomb- proof tunnels to keep it safe from German air raids. For a hun-
dred years, it was through Porthcurno that  people throughout the 
far- flung British Empire kept in touch.

When electronic messages travel, they do not take the shortest 
path as the crow flies; they pass along what ever path the network 
permits, through switchboards, hubs, and clearing houses, crossing 
borders and sometimes even continents. In the early days of telecom-
munications, their paths frequently ran through the hub of Porth-
curno. Messages from one part of the world to another transited 
through the town’s cables, even though neither sender nor receiver 
was located on the British Isles.  Great Britain enjoyed a home- field 
advantage for accessing electronic communications long before the 
United States did: the world’s secrets came through Britain. British 
spies set up shop right alongside the technicians, intercepting com-
munications as they transited across the telegraph lines. From this 
small coastal village and other hubs like it, they listened in on the 
world.

The spies got results. Most notably, on January 17, 1917, amidst 
the ongoing stalemate of World War I, British intelligence inter-
cepted a message from Germany on its way to Mexico. The author 
was Arthur Zimmerman, the German foreign secretary. The in-
tended recipient was the German embassy in Mexico. In the tele-
gram, Zimmerman proposed plans for a German- Mexico alliance if 
the United States entered the war, promising Mexico the return of 
Texas, Arizona, and New Mexico. British intelligence quietly helped 
to make the tele gram public, while concealing the cable- tapping 
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effort so as to preserve its  future efficacy.  After the tele gram’s publi-
cation, Americans  were outraged, further turning opinion in the 
United States against Germany. Five weeks  later, the United States 
declared war, to the  great relief of Britain. The full role of British 
intelligence in this geopo liti cal shaping operation was not known 
until many years  later.7

Collecting secrets from telecommunications cables and hubs is 
now known as passive collection. It contrasts with the active col-
lection in hacking operations that sneak malicious code onto a 
target computer— though passive collection can help with  these op-
erations, too.

Passive collection is fundamentally about access to information. 
The most valuable collection points in the world are the ones where 
the best intelligence flows by. The globe’s telegraph and phone net-
works required huge amounts of capital to construct, and thus their 
main hubs are in the richest and most eco nom ically interdependent 
states. This is one reason, among many  others, that the alliance known 
as “the Five Eyes”  matters so much.

The precursor to the Five Eyes was the American and British co-
operation during World War II that was formalized in 1946 in a deal 
known as the UKUSA Agreement.  Later this was expanded to in-
clude the British Commonwealth countries of Canada, Australia, 
and New Zealand. In each of  these five countries, major contributions 
to the alliance are made by “signals intelligence” agencies like the 
NSA—so called  because they intercept communications, hack com-
puters, and steal secrets all over the world.  These intercepted mes-
sages should not be confused with the sorts of signals countries send
to influence each other’s be hav ior.

The Five Eyes members have a common language and demo cratic 
heritage, but they also share something  else: terrific placement along 
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the coasts of the world’s major oceans and owner ship of some of the 
world’s most impor tant telecommunications sites. The United States 
and United Kingdom are well- positioned on  either side of the At-
lantic; the Government Communications Headquarters (GCHQ), 
the British signals intelligence agency, identifies  Great Britain’s fa-
vorable location as one of its “unique selling points” for intelligence 
collection.8 In the Pacific, Australia and New Zealand also enjoy good 
access to key cable landing spots and switchboards.

Unlike telegraphs, modern digital communications feel ephem-
eral. Cellular networks are wireless. The cloud filled with emails 
and files is invisible. Yet, while geography may seem unimportant, it 
still  matters tremendously. All digital messages must take a physical 
route.  Whether they go through the air or along cables,  whether they 
travel short distances or long, they nonetheless have a real presence 
and must pass, however briefly, through some points on Earth be-
tween sender and receiver.

The central ner vous system that ties together all the far- flung parts 
of the internet builds on what came before: the same telephone and 
telegraph networks that spies from the Five Eyes have long targeted. 
As a result, the geography of the United States and its partners is 
just as favorable now as it has been for more than a  century. Even as 
technology evolves— there are now 750,000 miles of undersea fiber-
optic cables— the contours of the Earth stay the same.9 An analy sis 
of 2.5 billion modern internet routing paths suggests that just  under 
half of the observed traffic traveled through at least one more nation 
than would be geo graph i cally necessary, often a Five Eyes country.10

To steal other countries’ secrets, the Five Eyes just need to bring the 
right technology to the right spot.
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Spying on the Backbone of the Internet

At 33 Thomas Street in New York City,  there is a tower that can with-
stand an atomic blast. Built in the architectural style of brutalism, it 
cuts an imposing figure as it stretches twenty- nine floors above 
ground and three below. Its original designs outlined how it could 
serve as a city unto itself, hidden in the heart of the country’s largest 
metropolis.  Those plans called for storing 250,000 gallons of fuel and 
two weeks of food for the fa cil i ty’s fifteen hundred technicians. De-
spite its size, the tower has no win dows.

Computers do not need win dows, and they are the most impor-
tant tenants of 33 Thomas Street. The building is a modern commu-
nications hub.  Giant banks of telephone and internet switches, the 
kind that whisk data all over the world, fill the floors. Large satellite 
dishes on the roof pluck signals out of the sky. In the 1970s, the tow-
er’s architects aspired to devise a “20th  century fortress, with spears 
and arrows replaced by protons and neutrons laying quiet siege to 
an army of machines within.”11  Today, the internet depends on this 
AT&T- operated building in lower Manhattan and  others like it scat-
tered across the world.

On the “No Standing” street signs that keep cars from lingering at 
33 Thomas Street,  there is a curious notation: AWM. Other similarly 
marked signs are scattered across the city, mostly by sensitive govern-
ment sites; this notation permits parking by secretive government of-
ficers on official business. A New York City traffic commissioner came 
up with AWM— which does not stand for anything—in the 1980s  after 
an embarrassing incident in which officers had an FBI vehicle towed 
while agents  were inside a government building making an arrest.12

The signs suggest that more than just telecommunications business 
happens inside. The NSA calls 33 Thomas Street by the code name 



Exploiting Home- Field Advantage 21

TITANPOINTE, using its typical all- caps style.13 The task of ex-
tracting information from the site and  others like it falls to the NSA’s 
Special Source Operations division.14 The seal of the secretive group, 
a bald ea gle holding the world’s fiber-optic cables in its talons, alludes 
to its global reach. The team includes many technical experts with 
specialization in modern telecommunications systems. Working in 
close partnership with AT&T, the group collects intelligence from 
the massive amounts of information that flow through 33 Thomas 
Street’s cables and antennas. While technical limitations restrict how 
much the spies can gather at once, the opportunity is still enormous.15

Intelligence collection happens at other telecommunications 
hubs, too, thanks to the NSA’s partnership with AT&T. At one point, 
AT&T installed collection devices in at least seventeen of its facili-
ties, more than its similarly sized competitor, Verizon. But the com-
pany’s willingness to help did not stop  there. On numerous occasions, 
AT&T proactively rolled out new surveillance techniques ahead of 
other NSA industry partners. AT&T was a leader in turning over 
phone and email data— sometimes without a warrant—as well as 
hundreds of billions of internet rec ords, billions of domestic cell 
phone rec ords, and enormous amounts of data passing through the 
United States.16 Some of the NSA’s classified files also note that, due 
to AT&T’s own corporate relationships, the firm has access to the 
data of other telecommunications companies, as well. The com pany’s 
long reach gives the agency’s spies access to even more information.

In addition to supporting espionage before the Iran sanctions vote 
in 2010, AT&T helped the NSA with other targets at the United Na-
tions. The United Nations maintains that spying on it and on diplo-
matic sites is illegal  under international law, but the United States and 
other countries ignore this;  there are just too many foreign intelli-
gence targets con ve niently located in one place to pass up.17 AT&T 



e

continually gave the NSA voice and data communications from its 
client, filtering them to provide information of most interest. In 2011, 
even as it charged the United Nations almost two million dollars per 
year for telecommunications ser vices, the com pany quietly compro-
mised its secrets.18 Using this access, the NSA gathered the talking 
points of the secretary general before his meeting with President 
Obama, enabling the United States to better position itself in negotia-
tions.19 Among other targets, in 2012 the NSA focused on surveilling 
the United Nations official in charge of a monitoring mission overseas, 
presumably in a region of strategic importance to the United States.20

Another  legal authority the NSA uses to access information trav-
eling through AT&T’s network is known as “transit authority.”21

Under this justification, the agency can target communications that 
pass through the United States but do not originate or terminate 
within its borders. At American sites of collection, the agency and 
its partners first employ technical filters to attempt to ensure that the 
collection sweeps up only foreign- to- foreign communications. But 
some domestic data does get misclassified and included. The on- site 
collection systems cull the information down to the communications 
of most interest, sending  these back to NSA headquarters for further 
storage and analy sis. In general, the agency is much less interested 
in Netflix binge- watching or Spotify streaming than in messages be-
tween potential intelligence targets. Since the former take up so 
much data, it is often best for the agency not to store them at all.22

When looking for a needle in a haystack, the solution is rarely to add 
more hay.

Much of the hard data on passive collection, including that done 
using transit authority, comes from the documents leaked in 2013 
by Edward Snowden, a contractor to the NSA. This means that the 
evidence of NSA activities is ample but imperfect. On the one hand, 
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some of the leaked documents are likely to overstate NSA capabili-
ties and successes; just as in  every organ ization, employees have in-
centives to make their programs look good. On the other hand, 
since most of the leaked files are over five years old, it is likely that 
NSA capabilities have gotten much better in the intervening years 
as technology has progressed.

Yet, with  these caveats, it is pos si ble to explore the vast scale of 
the passive collection program. In 2012, the NSA used its transit au-
thority on AT&T’s network only to gather emails. From AT&T, the 
agency collected an enormous number of foreign- to- foreign emails, 
about sixty million per day, or more than twenty billion messages per 
year, of which the agency focused its systems on only a subset. Even 
then, the smaller percentage totaled almost two billion messages 
annually— a massive volume of communications flowing through the 
United States that neither originated nor terminated  there.23

Hidden within this huge haul are insights that previous forms of 
espionage would have missed: the messages of foreign ministers and 
officers, terrorists, and extremists, all located overseas and whose au-
thors are almost certainly unaware that their communications boo-
merang through the United States. Like the British at Porthcurno, 
from 33 Thomas Street and other hubs, the Five Eyes can watch the 
modern world. In a one- year period, NSA analysts used foreign- to-
foreign communications intercepted from AT&T’s network in more 
than eight thousand intelligence reports.24

Passive collection has its limits, however. The unpredictable na-
ture of internet routing sometimes  causes communications to take 
an unexpected or obscure path, and  there are too many cables and 
hubs for even the most well- funded signals intelligence agencies to 
tap them all. Sometimes, therefore, the NSA must deploy a technique 
called traffic shaping to make sure that the internet traffic of most in-
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terest passes through chokepoints monitored by the agency.25 AT&T 
assisted with this task, expanding the power of passive collection a 
little bit more; the NSA praised the com pany for being “highly col-
laborative,” and showing “an extreme willingness to help.”26

Other telecommunications firms also partner with the NSA. 
Verizon works with the agency at seven major chokepoints where 
the com pany’s US hubs connect to overseas cables. One of  these ca-
bles links the US west coast with China, Japan, and  Korea. The NSA 
set up a ten- thousand- square- foot collection fa cil i ty on Verizon’s site 
and deployed fifteen specially designed systems for sorting through 
internet traffic. Funds earmarked for American cyber defense appear 
to have paid for the efforts.27

These tight ties between the United States government and tele-
communications companies are not new. AT&T has long been a fed-
eral government partner. During World War II, its research labs 
made major contributions to the invention of radar, aircraft commu-
nications systems, and cryptography, and the research cooperation 
continued during the Cold War. It was the rise of internet commu-
nications, however, that supercharged AT&T’s value to the intelli-
gence community. Other companies have developed their partner-
ships more recently. For this assistance, the United States government 
pays the companies hundreds of millions of dollars per year out of 
its classified black bud get.28

When asked about its activities at 33 Thomas Street and else-
where, AT&T says that it does not “allow any government agency 
to connect directly to or other wise control our network to obtain our 
customers’ information.” Instead, the com pany says its practice is to 
“simply respond to government requests for information pursuant 
to court  orders or other mandatory pro cess and, in rare cases, on a 
legal and voluntary basis when a person’s life is in danger and time is 
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of the essence.”29 Other telecommunications companies, including 
British firms, have given similar answers when questioned about 
their activities.30 For all the techno- utopian talk of a borderless in-
ternet, cyberspace is still physical space.31 National laws compelling 
corporate cooperation still apply— a fact that the Five Eyes are happy 
to use for their geopo liti cal benefit.

Partnering with Internet Platforms

A  century ago, communications  were fleeting. Tele grams moved 
from sender to receiver, at which point they dis appeared into what-
ever paper files the recipient kept, if any. When intelligence offi-
cers wanted to intercept a message electronically, they had to do so 
as it traversed the network, not afterward. But if tele grams once trav-
eled with barely a  ripple,  today’s online events leave pronounced 
wakes in the servers and data centers of private companies.

This modern system creates an intelligence opportunity. Some 
of the users of internet platforms are foreign individuals of  great 
interest to the NSA. Luckily for the agency, the dominance of Amer-
ican firms means that  these foreign targets  will likely send their 
emails, online messages, and other data through internet platform 
companies that are legally required to cooperate with the United 
States government.  Under the Foreign Intelligence Surveillance 
Act, the agency can compel internet companies operating in the 
United States to turn over data on a target if two criteria are met. 
First, the NSA must “reasonably believe” that a specific intelligence 
target is foreign; former agency director Michael Hayden suggested 
that the threshold for this is a 51  percent chance that the target is 
not an American and is not located in the United States. Second, 
analysts must determine that the target fits into one of the broad 
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categories of permitted intelligence collection, the full list of which 
is not public.32

The mechanism for getting this desired data from American tech-
nology companies, a program the NSA code- named PRISM, began 
in 2007 as an arrangement between the United States government 
and Microsoft.33 It quickly expanded over the next five years to add 
eight more internet companies, including Google, Facebook, Apple, 
and Yahoo. Also included are some companies, such as Paltalk, that 
are  little known in the United States but popu lar in the  Middle East 
and other regions of strategic interest.

When NSA analysts are tracking foreign intelligence targets, they 
can use PRISM to gather more information. The analyst usually 
begins with what the agency calls a selector, which is often an email 
address or an IP address that corresponds to the target. With the tar-
get’s virtual identity in hand, PRISM enables two kinds of collection: 
surveillance and stored communications. The former provides 
forward- looking collection of the target’s activities online. It can give 
analysts  great insight into what a target is up to, enabling a response 
if warranted. The latter is backward- facing, and arranges for the 
transfer of a com pany’s rec ords on a target to the government. This 
kind of collection sheds light on past activities, including messages 
the target sent to other pos si ble accomplices, messages received, and 
files the target uploaded, such as photos and videos. Between the two 
methods, analysts can gain extraordinary insight into the target’s dig-
ital and even physical life.

As of 2012, the last complete year for which data is available, ana-
lysts used the system to surveil more than forty- five thousand email 
and IP addresses. In a one- week period for which granular data is 
available, PRISM contributed to 589 intelligence reports on a wide 
variety of targets. For analysts focused on Mexico, it provided infor-
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mation relating to counternarcotics, internal security, and po liti cal 
stability. For  those looking at Japan, it revealed data on trade nego-
tiations and internal Japa nese discussions about Israel. Analysts 
whose remit was India used PRISM to look into the country’s nu-
clear and space programs. Investigators watching Venezuela used 
PRISM to examine oil issues and military procurements, while  those 
interested in Colombia analyzed what PRISM returned about the ter-
rorist group FARC. Almost certainly, PRISM supported spying on 
non- democratic countries, as well, such as China and Rus sia, though 
the details have been redacted.34

That week’s activity level seems not to be exceptional. Annually, 
PRISM informs tens of thousands of intelligence reports on a wide 
variety of subjects, including counterterrorism, counterproliferation, 
weapons development, space programs, cyber defense, regional as-
sessments, counterintelligence, and much more. Across the broad 
US intelligence mission PRISM provides incredible insight, all 
because foreign intelligence targets rely on American businesses to 
communicate and coordinate. Perhaps most crucially, PRISM serves 
as one of the most significant sources of information for the Presi-
dent’s Daily Brief— a sign of just how impor tant the Five Eyes home-
field advantage is to the intelligence community’s top priority of 
informing se nior policymakers.

PRISM supplements, but does not replace, passive collection 
from fiber-optic cables and telecommunications sites. Given the un-
predictability of internet routing, it provides the NSA with a valu-
able second chance at gathering sensitive data, as well as older data 
predating a target’s arrival on the agency’s radar screen. This is why 
NSA analysts are told to rely on both passive collection and PRISM.

One incident offers an example of how PRISM and passive col-
lection, working together, can give the United States an edge vis- à- vis 



e

its adversaries. In December 2012, a team at the NSA used PRISM 
to watch a group of foreign hackers who  were targeting American 
systems. They realized that the hackers had successfully breached a 
domestic defense contractor that handled large amounts of classified 
information. Having placed malicious code inside that com pany’s 
network, the hackers had gathered large amounts of sensitive 
information— more than 150 gigabytes in all— and prepared to exfil-
trate it from the com pany back to their home network. With the in-
telligence provided by the United States’ home- field advantage, the 
NSA tipped off the FBI, which rushed to the defense contractor, 
blocked the adversary’s activity, and helped remove the malicious 
code from the network. In the never- ending strug gle for advantage 
in cyber operations, the United States won that round.35

Wiretapping the World

Costas Tsalikidis was dead. Many years  later, this is the one key fact 
upon which every one agrees. He died in Athens on March 9, 2005, 
at age thirty- eight. His death marked the abrupt end of a  career as a 
network- management expert at the phone com pany Vodafone. It had 
been a fitting job for someone who had loved technical systems and 
had an aptitude for math and physics.

Tsalikidis died seven months  after Athens had hosted the first 
Summer Olympics held  after 9/11. The Games had been lauded as a 
return to the roots of international athletic competition. Much of 
the rhe toric before the Opening Ceremony emphasized that the 
world community, frightened by the specter of terrorism and frac-
tured by the American invasion of Iraq, would come together.

But the United States government worried about the Greek gov-
ernment’s counterterrorism abilities and its capacity to protect the 
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crowds coming to Athens. In the run-up to the 2004 Olympics, Amer-
ican officials offered to help. In par tic u lar, they presented a plan to 
lend their extensive signals intelligence apparatus to the task. All they 
would need was access to key parts of the Greek telecommunications 
system. Though it was of questionable domestic legality, Greek gov-
ernment officials agreed to collaborate in secret. American spies set 
about penetrating the core of Greek phone networks, including key 
systems and hubs. Perhaps to alleviate privacy concerns, the United 
States promised the Greek government that it would remove its 
espionage technology once the Olympics  were over.

But when the Games ended and the athletes went home, the 
United States did not dismantle its collection capabilities as it had 
promised.36 Instead, it used the well- positioned spying apparatus for 
its own ongoing missions. The job, for the most part, was well done. 
The American espionage software built upon the lawful interception 
mechanisms that Greek law enforcement used but, crucially, it by-
passed key auditing and oversight systems.37 This made pos si ble the 
secret wiretapping of more than a hundred targets, including the 
prime minister and his wife, cabinet members, the mayor of Athens, 
and vari ous Greek journalists.

Espionage is a tricky business. Bad luck or a single  mistake can blow 
an entire operation. In January 2005, it appears that the American 
operators attempted to make a routine update to the wiretapping 
software they had placed in the Greek phone network. The software 
update pro cess went amiss, and the phone system failed to deliver 
hundreds of text messages sent by legitimate users. The disruption 
in ser vice caused Vodafone and  others to investigate, and they soon 
found the espionage capabilities hidden inside their network.

The shadowy intelligence collection operation was thus thrust 
into the light of day. The story started to gain widespread coverage 
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in the media. Tsalikidis’s boss at Vodafone ordered the removal of the 
sophisticated American eavesdropping software, obscuring key 
evidence of what had happened. One day  later, Tsalikidis was dead. 
His  mother found him hanging from a rope tied to pipes in his 
bathroom.

Given the circumstances, Tsalikidis’s death immediately attracted 
attention. A disputed coroner’s report ruled the death a suicide and 
there is no conclusive evidence that he was murdered. Vodafone de-
nied any link between his death and the espionage operation that had 
targeted its networks. A se nior Greek prosecutor was having none 
of it: “If  there had not been the phone tapping,” he declared, “ there 
would not have been a suicide.”38 But despite the Greek investigation, 
much of the case still remains shrouded in mystery.

For all its tragedies and complexities, the Greek wiretapping in-
cident underscores an impor tant fact: some data of  great interest to 
the intelligence community does not make it to the shores of Five 
Eyes countries or to the servers of American firms. If the Five Eyes’ 
signals intelligence agencies want access to this information, they  will 
have to proactively get it, as they did in Athens. Through a series of 
partnerships, alliances, and deceptions, the Five Eyes have extended 
their home- field advantage to other friendly countries around the 
world. The alliance spends tens of millions of dollars per year to work 
with other friendly countries to increase the reach of its collection.39

There are at least thirty- three countries that secretly partner with 
the Five Eyes on cable access. One of  these is Denmark. Internet 
companies like Facebook and many  others locate their data centers 
in Denmark  because its cold weather and cheap renewable energy 
make it easier to cool hot computer servers. As a result, when indi-
viduals in Rus sia or Western Eu rope use the internet, their data often 
flows along Danish cables to  these data centers, providing an oppor-
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tunity for passive collection. This sort of cable- tapping collabora-
tion between the United States and Denmark goes back many years. 
Leaked NSA files indicate that the United States and Denmark have 
cooperated on a longstanding program with “special access.”40

Another partner is Germany, where the NSA once very narrowly 
avoided accidental exposure. The agency had placed a secret collec-
tion system in the German telecommunications network, code-
named WHARPDRIVE, which monitored messages as they flowed 
by.41 The system had worked for some time, but bad luck reared its 
ugly head in March 2013. Just as Greek technicians had found the col-
lection systems in Athens, some employees at the affected German 
site realized that something was amiss. They began to investigate, 
raising the potential of another media spectacle. But individuals on 
the scene who knew of the agency’s top- secret effort quickly removed 
the evidence. They provided an acceptable cover story, averting the 
danger— until evidence appeared in the Snowden leaks.42

These highly classified arrangements rest on a conceptually  simple 
trade. The partner countries provide the NSA (or sometimes another 
intelligence agency from a Five Eyes country) access to key telecom-
munications facilities in their territory. In return, the NSA provides 
the sophisticated equipment required to pro cess and transport the 
collected data, some of which is eventually sent back to the United 
States for storage and analy sis. The NSA usually also agrees to share 
intelligence about some of the targets of its espionage and not to use 
the access to spy directly on the partner country’s residents.43 Inter-
nally, the NSA claims that the program is valuable, noting that this 
sort of collection has contributed to more than nine thousand sig-
nals intelligence reports per year.44

The Greek and German cases suggest that countries can be both 
partners and targets. Other examples of overseas passive collection 
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demonstrate that tension.  There are some indications that the NSA 
uses its Danish access points to target Germany and its German 
access points to target Denmark. If this is the case, the agency would 
technically be upholding its pledge not to use a partnership to di-
rectly spy on its partner’s citizens, while still spying on them when 
inclined.45 With its range of overlapping partnerships, the sum total of 
the agency’s collection arrangements is substantial and far- reaching. 
One internal NSA description bluntly claims that it “has access to in-
ternational communications from anywhere around the world.”46

Another boasts that one partner- enabled passive collection program 
can collect three terabits of data, or more than the amount of data on 
a normal computer’s entire hard drive,  every single second.47

Due to the risk of American duplicity, some potential partner 
countries reject the NSA’s overtures. To overcome this obstacle, the 
NSA piggybacks on relationships that the CIA and Drug Enforce-
ment Administration (DEA) have established with foreign govern-
ments and firms. The extent of  these previously developed connec-
tions can be substantial. While the CIA has a famously global reach, 
the DEA has a surprisingly large remit, as well, with more than eighty 
international offices.  Under its counternarcotic auspices, it can go 
places the NSA cannot. One former DEA agent explained why, saying 
“countries let us in  because they  don’t view us,  really, as a spy organ-
ization.”48 The NSA turns this access to its own advantage, using an 
international relationship established for one purpose to secretly 
serve another.49

The Bahamas provides a prominent example. The United States 
government— seemingly using DEA relationships— established a 
partnership with an unnamed private firm in the country that in-
stalled equipment for police and counternarcotic investigations on 
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the country’s phone network. Using the covert arrangement with 
this firm, the United States developed and deployed an enormous 
passive collection operation. The program stored the audio of  every 
cell phone call in the Bahamas for approximately thirty days  after it 
was collected.50 This kind of lengthy storage lets intelligence ana-
lysts uncover the calling history of newly discovered targets. NSA 
documents suggest that the Bahamas program was a model that 
could be replicated in other countries; it is unclear if that expansion 
ever happened or if the Bahamas program is still operating.51

The United States has another way to extend its home- field ad-
vantage overseas: through its embassies and consulates all over the 
world. Many of  these buildings have antennas hidden on their roofs 
or  behind facades. Small teams of intelligence officers from both the 
NSA and CIA run collection programs that steal secrets in foreign 
lands.52 In one of the operations that sparked the most controversy 
when it became public, the NSA apparently tapped German Chan-
cellor Angela Merkel’s cell phone, using the secret listening devices 
on top of the United States embassy in Berlin.53 That the United States 
would spy on an allied leader, particularly one so tightly aligned with 
President Obama, shows how friends and enemies are all sometimes 
targets of intelligence collection.

Other spying sites are in much rougher territory. The Five Eyes’ 
wide network of listening stations includes posts made pos si ble by 
secret partnerships with less savory foreign governments.54 Some 
of  these stations, like the one in Saudi Arabia, are well- positioned 
to intercept communications from adversaries, such as Iran and Al 
Qaeda in the Arabian Peninsula.55 In pursuit of their intelligence 
gathering mission, the NSA and its Five Eyes partners want to make 
sure their targets have nowhere to hide.
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But sometimes the need for overseas access is high and no real-
istic partner is in sight. The Five Eyes then go it alone, taking the 
techniques they are accustomed to deploying on friendly or neutral 
turf and using them in unilateral operations.56 The Five Eyes have 
spent years analyzing the network architectures of key internet 
cables all over the world so that they can better access them without 
external assistance. One example is the so- called SEA- ME- WE-4 
cable system, a massive group of fiber-optic connections that links 
parts of Eu rope with North Africa and Asia. It is one of the most 
impor tant cable systems outside of the Five Eyes. With its signals 
intelligence capabilities, the NSA gained access to the manage-
ment systems for the cable and acquired information about its de-
sign. This access and insight could enable eventual tapping of the 
cable using a variety of methods, potentially including advanced 
submarines.57

One of the NSA’s largest cable- tapping endeavors has the internal 
code- name DANCINGOASIS. It is unclear which specific cable the 
program taps. It might be SEA- ME- WE-4, as NSA documents indi-
cate that the targeted cable links Western Eu rope and the  Middle 
East, and other documents describe the program as “non- corporate,” 
meaning the NSA does not have a relationship with the telecommu-
nications provider that operates the cable.58 The amount of data 
flowing through the tapped cable is enormous, around 25 petabytes 
per day, or about two thousand times the storage capacity on an av-
erage computer’s hard drive. The agency scans a percentage of this 
and stores a smaller percentage for  future use. All told, the DANCING-
OASIS collection effort gathered almost sixty billion internet rec-
ords during a one- month span beginning in 2012, the last period for 
which leaked data is available.59 The staggering number— which has 
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likely only grown as wiretapping has advanced and internet usage has 
increased— suggests the power of passive collection.

“Just Plain Awesome!”

Surveying the landscape of passive collection and corporate access, 
one Five Eyes staff member bluntly summed it up: “our ability to pull 
bits out of random places of the Internet, bring them back to the 
mother- base to evaluate and build intelligence off of is just plain awe-
some!”60 The statement’s first half speaks to the power of the signals 
intelligence apparatus to collect a wide variety of information, but 
its second half hints at another impor tant truth: data only becomes 
intelligence once it is evaluated and analyzed. Just as prospectors 
panning for gold must make sense of what they find in order to profit, 
so too must analysts sort through, identify, and understand the in-
formation they have acquired. The Five Eyes have developed some 
ingenious tools to do this.

Once the prospector has plunged a scoop into an area of interest, 
the first goal is to figure out what is in the pan. The global mass of 
internet users can be hard to differentiate, especially when collection 
is imperfect. Many look alike. But the NSA is not the only party in-
terested in cata loging them; advertisers are, too. To provide better 
targeting to marketers, ad- serving platforms like Google carefully 
track what their users do online by placing small files called cookies 
onto their computers. When users move from one website to the 
next, the cookies help identify them. As a user interacts with mul-
tiple sites, the NSA can intercept the cookie information as it is trans-
mitted, enabling it to track that user just as Google does.61 This kind 
of tracking can help sidestep some internet anonymization tools.62 
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The NSA also piggybacks on the tracking efforts of a variety of mo-
bile app developers, further helping to identify the same users as they 
appear again and again.63

The second goal is to figure out which potential gold dust is worth 
a second look and which can safely be ignored. GCHQ devised an 
analy sis program called KARMA POLICE, a name that might have 
been borrowed from a Radiohead song with the refrain “This is what 
you’ll get when you mess with us.” KARMA POLICE tries to evaluate 
“ every vis i ble user on the internet,” sifting through the wealth of col-
lected information to let GCHQ analysts study potential new targets 
of interest and where they go online. In addition, when investigators 
find a web site of interest, KARMA POLICE aims to identify and 
cata log all of the site’s visitors. If the agency knows a par tic u lar site is 
suspicious— perhaps it is a forum frequented by terrorists or a server 
used by a foreign intelligence ser vice for relaying secret instructions—
passive collection and KARMA POLICE can help determine who is 
visiting the site.64 Where  there is gold dust,  there may be a gold mine.

The third goal is to understand what has been found, building a 
picture of where it has come from and what its value may be. One 
tool, sometimes known as “the NSA’s Google,” but officially called 
XKEYSCORE, helps with this.65 XKEYSCORE categorizes collected 
information for easier investigation. For example, it separates inter-
cepted attachments in Gmail from intercepted instant message chats. 
It also fingerprints the intercepted communications based on lan-
guage, the encryption used, and other  factors, with more than ten 
thousand pos si ble categorizations in all.66 Using  these categories and 
other search terms, analysts can ask XKEYSCORE for intelligence 
on specific foreign targets or types of targets.67 If, for instance, the 
NSA has obtained the email address of a foreign party, analysts can 
query XKEYSCORE for all the available collected data associated 
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with that address, and thereby gain insight into a geopo liti cal com-
petitor.68 XKEYSCORE can also provide proactive alerts to analysts 
about what targets are  doing online.69

But the analy sis can extend offline, too. One relevant Five Eyes 
program, ROYAL CONCIERGE, replete with a crown- wearing 
and scepter- carrying penguin for its logo, extracts  hotel reserva-
tion confirmations from emails collected by the signals intelligence 
apparatus. Analysts use it to track the travels of foreign diplomats 
and other targets, enabling intelligence agencies to position addi-
tional electronic and  human intelligence gathering capabilities in 
advance if needed.70 In this way, cyber espionage can beget physical 
espionage.

The fourth goal is to extract the gold. For the Five Eyes, sometimes 
this involves hacking the target, which can provide information and 
access even beyond what passive collection and corporate partner-
ships offer. To deliver malicious code to the target’s computer, the 
Five Eyes use a suite of tools known as QUANTUM, which depends 
on the Five Eyes’ partnership with telecommunications companies. 
With  these companies’ access, QUANTUM can detect when one of 
the Five Eyes’ targets is making an ordinary internet request to a 
common site, such as LinkedIn. The system then responds more 
quickly than the legitimate web server and impersonates it. In ad-
dition to delivering the desired web site, though, it also delivers 
malicious code tailored to the vulnerabilities of the target’s browser. 
The technique has a success rate of over 50  percent when imperson-
ating LinkedIn, according to the NSA; as a result, QUANTUM has 
become one of the most impor tant mechanisms in the NSA’s hacking 
arsenal.71

An even easier method of gaining additional access to users’ sys-
tems is to make copies of their passwords as they log into servers, 
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routers, and other impor tant machines. Provided the Five Eyes can 
break the encryption that protects  these credentials, hackers can 
use the usernames and passwords to get access to the target ma-
chines and accounts. Training slides show how XKEYSCORE can 
be queried to return  every e mail password for government users 
in Iran that the NSA can find. Another slide appears to show how 
password theft and guessing enabled access to the Iraqi Ministry of 
Finance. Still other slides show how analysts use XKEYSCORE to 
find intercepted passwords for terrorist web forums and Chinese 
mail servers.72

Sometimes,  these operations turn deadly. As of 2008, NSA files 
claim that “over 300 terrorists [ were] captured using intelligence 
from XKEYSCORE.”73  These targets in many cases communicated 
through internet links or companies that the NSA could access. The 
content of their messages helped the Five Eyes better track and find 
them. So, too, did the existence of the communications themselves, 
which analysts call metadata— who is talking to whom, from where, 
and so on. With enough intercepted metadata, analysts can assem ble 
a detailed picture of members of a terrorist group, enabling the tar-
geting of drone strikes or commando raids. As Michael Hayden, the 
former director of the NSA and CIA, noted, “We kill  people based 
on metadata.”74

What ever the goal, this combination of passive collection and cor-
porate access plus massive storage and rich analytical tools gives 
intelligence analysts a lot of power. When they develop new ques-
tions, the signals intelligence system can provide answers. Analysts 
tracking foreign hackers can better observe the command and con-
trol infrastructure they employ and the hacking tools they use.75

Analysts with a focus on a par tic u lar country can gather large hauls 
of emails flowing out of its presidential palace or defense ministry. 
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And  those supporting military activities can quietly keep an eye 
on an  enemy’s communications or watch for a neutral state’s spies 
sending reports back home.

The shaping value of  these cyber operations is unmistakable, but 
these tools and capabilities all require secrecy. Passive collection and 
corporate access are not useful for signaling, since revealing the ca-
pability diminishes it. This is as true now as it was in 1917, when the 
British carefully used the fruits of their cable- tapping program 
without revealing its existence. States  will adapt if they learn their 
adversaries’ collection mechanisms. One of the most common criti-
cisms of the Snowden leaks is that they revealed the extent of the 
NSA’s passive collection and corporate access programs, alerting 
Amer i ca’s enemies and causing them to change their be hav ior.76 It is 
likely that adversaries take more care now to avoid American cables 
and companies, although evasion remains difficult and  there  will 
always be some careless targets.

But target adaptation is not the only hurdle that increasingly 
stands in the way of much of the Five Eyes’ collection efforts. All tar-
gets, from the cautious to the careless, are protected more and more 
from prying eyes by one  thing: math.



ON DECEMBER 2, 2015, husband and wife Syed Rizwan Farook and 
Tashfeen Malik entered the holiday party for the San Bernardino 
County Department of Health, where Farook had worked for the 
past year, carry ing firearms and pipe bombs. The  couple killed four-
teen  people and wounded twenty- two more before fleeing in an SUV. 
Four hours  later, they died in a shootout with police, ending what 
was at the time the deadliest terrorist attack on United States soil 
since September 11, 2001.1

The urgent investigation that followed attracted widespread atten-
tion. Farook and Malik had destroyed their electronic devices be-
fore the attack, but one phone had survived intact: the iPhone 5C 
that San Bernardino County, Farook’s employer, had issued to him 
for work use. The FBI wanted to access the contents of the device to 
determine if they would point to any other members of a terrorist 
cell or shed light on foreign sources of radicalization. Yet the bureau 
made a key  mistake in the immediate aftermath of the shooting: they 
tried to force a password reset of Farook’s iCloud account. This move 
locked the account, eliminating access to backups and seemingly 

2

Defeating Encryption



Defeating Encryption 41

leaving the government with no choice but to try to get data off the 
locked phone itself.2

But Farook’s iPhone, like all iPhones, had a layer of cryptography 
that secured its data from unauthorized access. Cryptography, Greek 
for “secret writing,” is used to communicate or store information such 
that, even if an eavesdropper accesses it in full, the content  will remain 
meaningless to all but the intended party. Encryption is the art and 
science of transforming readable information into an indecipherable 
form; decryption is the pro cess of reverting it to comprehensibility, 
either as the intended party or as an eavesdropper. This sort of selec-
tive protection seems magical, but it is only mathematical.

As a result of Apple’s encryption, unlocking Farook’s phone re-
quired  either knowing his passcode or hacking the device. Neither 
option looked promising, according to the United States govern-
ment. Farook was dead and no one  else seemed to know his pass-
code. The FBI said that it lacked the capability to hack the phone. 
The Department of Justice demanded that Apple create the software 
to remove the encryption and provide access to Farook’s data.

Apple refused. Even if the com pany could hack the phone and by-
pass the cryptographic protections, it said, to do so would be irre-
sponsible and dangerous. The same kind of encryption that secured 
Farook’s phone also protected hundreds of millions of phones all 
over the world. If Apple devised encryption- bypassing software for 
the FBI and it fell into the hands of foreign hackers, the hackers could 
use it to target anyone with the same model of iPhone. Instead, Apple 
thought it was better to make encryption as strong as pos si ble so that 
every one would be more secure— even if it meant that the FBI could 
not get access to a dead terrorist’s data.

This was not the first time this debate had raged. The United States 
government had been worried about what encryption might do to 
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its investigative capabilities for several de cades before the San Ber-
nardino shooting. Cryptography poses an obvious threat to espio-
nage and some law enforcement efforts. It reduces intercepted com-
munications to gibberish, preserving the secrets within. Wiretaps 
can intercept vast quantities of data by functioning at an enormous 
scale, but advanced encryption can match them bit for bit, securing 
the true contents of messages from even court- authorized prying 
eyes. Seizing the device of a suspect can bring investigators tantaliz-
ingly close to the next clue, but encryption can leave them stymied.

The San Bernardino case was an opportunity for the bureau to 
take a stand and establish a favorable pre ce dent. With fourteen dead 
Americans, winning the support of the public seemed easy. This is 
perhaps why the FBI does not appear to have tried all of its options 
for hacking the phone and instead viewed the case, in the words of 
one se nior FBI official, as the “poster child” that could be used to 
force a change in encryption policies.3 The two sides prepared for a 
legal showdown over Apple’s refusal.

Perhaps surprisingly, Apple came out better in the national debate 
that followed. The value of the phone’s data seemed minimal, as it 
was unlikely that  there would be much useful information on Fa-
rook’s work device. Cryptographers weighed in en masse, warning 
about the dangers of trying to weaken encryption— a theme they had 
emphasized in policy debates for de cades.4 Perhaps most amazing of 
all was how popu lar culture turned against the FBI and  toward 
Apple; John Oliver’s HBO show Last Week To night ran a lengthy seg-
ment explaining the cybersecurity benefits of Apple’s position.5

On the eve of the court  battle, the FBI backed down. It withdrew 
its demand that Apple hack its own products. Instead, the bureau 
said, it had employed another com pany to find a weakness in the 
iPhone 5C, bypassing the encryption and providing access to Fa-
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rook’s data.6 Further investigation  later showed that  there was 
nothing of interest on the phone.7 The public moved on, though law 
enforcement and the intelligence community continued to empha-
size how much of a threat encryption posed.

The San Bernardino case was hardly the first time that cryptog-
raphy has mattered to national security. Leaders and governments 
have always tried to guard their secrets. Julius Caesar used a  simple 
substitution cipher, consistently replacing each letter with another 
letter, always the same alphabetical distance away. In a  simple Cae-
sarian cipher, this distance serves as a key, since it is the vital bit of 
knowledge that enables decryption and unlocks the true message. 
If, for example, this key is positive four,  every A in the original mes-
sage becomes an E in the encrypted version and  every B becomes 
an F. The American Founding  Fathers used encryption to protect 
their communications from post office workers they suspected  were 
loyal to Britain. Thomas Jefferson even in ven ted a series of discs to 
make the letter substitution pro cess easier and more elaborate. The 
United States military  later in de pen dently discovered Jefferson’s 
system and used a variant of it for de cades.8

In the twentieth  century, cryptography continued to shape world 
events. Indeed, the British success with the Zimmerman tele gram 
described in Chapter 1 was pos si ble only  because, during World War I, 
the Germans  were so confident in their encryption that they sent the 
tele gram over a widely used cable.  After the British intercepted the 
message, an elite unit of the Admiralty known as Room 40 broke 
the code with several weeks of effort. It was British mathematical 
skill that revealed the Germans’ geopo liti cally explosive secrets for 
all the world to see.9

During World War II, code- breaking and code- making took a central 
place in the military strug gle. The Nazis deployed the most famous 
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encryption mechanism in history: Enigma. Its whirring rotors and 
complex mathe matics yielded 158 million million million pos si ble 
keys and obscured the true meaning of intercepted German com-
munications.  After an extensive effort involving some of the world’s 
most impressive mathematicians and the forerunners to  today’s 
computers, the Allies broke Enigma’s codes. Their triumph was one 
of the most significant signals intelligence successes in history, so 
impor tant that then- General Dwight Eisenhower called it “deci-
sive” in the overall Allied victory.10

The Allies’ own mechanism for encrypting messages was called 
SIGABA. American forces guarded SIGABA machines with extreme 
caution, taking care to destroy the devices when endangered, all to 
ensure that the Nazis would never capture one. Through the careful 
protection of the military and the strength of the under lying mathe-
matics, SIGABA survived the war unbroken and American commu-
nications remained secure. While the Allies  were able to gain enor-
mous insight into German military thinking and planning, better 
positioning their own forces and saving countless lives as a result, the 
Nazis remained in the dark.

This stark difference in outcomes highlights how clearly the intel-
ligence  battle lines  were drawn. The Allies had to secure SIGABA 
and crack Enigma while the Nazis had to secure Enigma and crack 
SIGABA.  There was no overlap between the users of the encryption 
systems. The mission for both sides was unmistakably clear, even as 
it remained very difficult. This was typical; such a clear distinction 
between signals intelligence offense and signals intelligence defense 
had been the status quo for millennia.

But the San Bernardino case shows that the modern era is dif-
fer ent. Whereas cryptography was once the domain of only govern-
ments and high- profile targets, in the internet age it is omnipresent. 
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With the dawn of widespread digital communications and the secu-
rity risks that accompany them, major technology companies deploy 
cryptography on their software platforms by default. They rely on 
ever- faster computers to create more complex and more secure 
codes. Internet users and cell phone  owners, including many in gov-
ernment, depend on their devices  every day, but most have no idea 
that math keeps them safe. While militaries and intelligence agen-
cies might at times use their own proprietary cryptographic proto-
cols, a small number of encryption algorithms  handle the security 
for every one  else.

This cryptographic convergence has its benefits. Online financial 
transactions are pos si ble only  because of the mathematical protec-
tions that reduce the risk of identity theft. Just one encryption system, 
AES, provided more than $250 billion of economic growth over a 
twenty- year period and helped secure top- secret United States 
government data.11 Newer and even stronger algorithms continue 
to protect the communications and devices of untold numbers of 
American citizens and officials  every day.

But cryptographic convergence poses a prob lem, too: most of 
the time, the math works  either for every one or for no one. The 
same AES system that secured top- secret data was widely available 
for anyone to use. The same encryption that secures the iPhones of 
citizens all over the United States also secures the iPhones of ter-
rorists and intelligence targets. This ubiquitous encryption reduces 
to nonsense many of the communications that law enforcement 
and the intelligence community intercept. Whereas weakening 
Enigma did nothing to endanger SIGABA’s codes, to weaken modern 
encryption for one target risks weakening it for all, including one’s 
own side. Signals intelligence has become much messier than it 
used to be.
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Savvy foreign intelligence targets almost always secure their com-
munications with some form of encryption. If the NSA wants to be 
able to read the Chinese or Rus sian secrets it has acquired through 
its passive collection program, the agency first has to defeat the math 
that protects  those intercepted communications from prying eyes. 
Only  after this is done can analysts determine what the adversary 
knows and thinks. The same is true for thwarting terrorist plots. 
Though terrorists are far less  adept than foreign intelligence officers 
at deploying strong encryption, default mathematical protections 
can obscure vital details of interest to the American intelligence 
community.

Signals intelligence agencies thus need to be able to defeat or 
bypass encryption, a fact they recognized long before the San 
Bernardino case. In 1996, a House Intelligence Committee study 
noted that clandestine  human capabilities would be necessary to 
break encryption and support signals intelligence collection. The 
committee argued that compromising cryptographic systems might 
be the “greatest contribution” a clandestine ser vice could make.12

In a 2007 document, the NSA concluded that developing a robust 
crypto- busting capability was the “price of admission for the US to 
maintain unrestricted access to and use of cyberspace.”13 The govern-
ment subsequently prioritized the need to “ counter the challenge of 
ubiquitous, strong, commercial network encryption.”14

The United States intelligence community uses its computational 
power, hacking capabilities, signals intelligence programs, and 
commercial relationships to achieve this goal; this chapter discusses 
the first three of  those ele ments, while Chapter 3 discusses the last 
one.15 The NSA makes  these efforts  because it believes they are es-
sential to modern statecraft. Thwarting encryption is, just as it was 
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for the British in 1917 or the Allies in World War II, sometimes the 
difference between victory and defeat.

Nobody But Us

To manage the prob lems posed by cryptography’s convergence, the 
NSA settled on an approach that is often informally referred to as 
“Nobody But Us,” or NOBUS (unlike the other all- caps terms the 
agency uses, this is not a code- name for a secret program, but just an 
acronym for a phrase).16 Originally, the idea  behind the term was that 
there  were mathematical ways to ensure that only the United States 
could use certain espionage capabilities. In current usage, though, 
it often refers to a more general policy goal: when  there is tension be-
tween the offensive and defensive missions— perhaps  because both 
targets and citizens use the same kinds of encryption— the NSA tries 
to secure communications against all forms of eavesdropper decryp-
tion except  those decryption capabilities that are so complex, diffi-
cult, or inaccessible that only the NSA can use them. In other words, 
if the NSA is the world’s best high- jumper, then the agency wants 
to set the bar just an inch above where its competitors can jump but 
low enough that it can still clear it. Achieving this goal requires solid 
intelligence and careful risk calibration, especially when it comes to 
understanding adversary capabilities.17

The NOBUS discussion also suggests the tremendous technical ca-
pabilities that the agency can wield. In its classified black bud get 
requests, the NSA has placed a priority on “investing in ground-
breaking cryptanalytic capabilities to defeat adversarial cryptog-
raphy and exploit internet traffic.”18 One of the top- secret efforts to 
achieve this goal was code- named BULLRUN, and was described by 
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a 2010 NSA briefing as “aggressive” and “multi- pronged,” costing 
around a quarter of a billion dollars per year.19 The name BULLRUN, 
a reference to the famous battlefield in the United States Civil War, 
hints at some of the inherent tensions in the code- breaking effort, 
including that BULLRUN undermines cryptographic systems built 
and used by Americans. The United Kingdom’s counterpart program, 
called EDGEHILL, derives its name from a  battle in the En glish Civil 
War and suggests the same sort of internal tension.20

The computational power and mathematical skill the NSA 
wields in its decryption program contribute to some NOBUS ca-
pabilities. For example, internet users rely  every day on a vital 
encryption mechanism called Diffie- Hellman key exchange, which 
is an example of a technology called public key encryption. Diffie-
Hellman provides a way for users’ devices to agree on a crypto-
graphic key that no one  else can use to decode communications 
between them. Conceptually, this is similar to how the two  people 
using a Caesarian cipher must agree on a key distance to shift the 
letters of their message, though Diffie- Hellman is much more com-
plicated. Unlike the Caesarian cipher, even if an eavesdropper in-
tercepts the shared key, the messages encrypted with the key  will 
remain protected; this protection is achieved by splitting the key 
into multiple mathematical components, some of which are never 
transmitted.

The under lying mathe matics of public key encryption are com-
plex. It suffices to say that the technique represents a conceptual 
breakthrough and a massive improvement over previous methods of 
encryption, which required keys to be prearranged and failed when 
the keys  were intercepted. Diffie- Hellman and technologies like it en-
able secure and easy communication between two individuals who 
have never interacted before, such as an online seller and buyer. It is 
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no exaggeration to say that this sort of public key technology is fun-
damental to making modern digital communications work.

But even though the Diffie- Hellman system appears secure in its 
complex mathematical design, it can have fatal weaknesses in its 
practical use. To work, Diffie- Hellman requires that the sender and 
receiver of a message agree to use a gigantic prime number with a 
par tic u lar mathematical form as they establish their secure commu-
nication. Theoretically, it is not a major prob lem if many implemen-
tations of Diffie- Hellman use similar prime numbers, but in practice 
it creates an opportunity for eavesdropping by large and advanced 
agencies like the NSA. An eavesdropper with enormous supercom-
puting power could use brute force to, in the parlance of cryptogra-
phers, “crack” a group of prime numbers that many Diffie- Hellman 
key exchanges use. By guessing again and again at top computational 
speed, the agency can eventually get the key.

If the NSA successfully cracked such a group of primes, it would 
then be a lot closer to breaking all the encryption that relied on 
primes in that group. Estimates from one group of computer scien-
tists indicate that successfully cracking one group would enable an 
eavesdropper to decrypt data sent and received by two- thirds of a 
popu lar kind of Virtual Private Network used to secure online com-
munications all over the globe, though other computer scientists 
estimate that the number of vulnerable systems is lower. Successfully 
cracking another group would enable the decryption of one- fifth of 
the world’s secure internet traffic.21 Just as the math of cryptogra-
phers can protect secrets, better math on the part of eavesdroppers 
can strip  those protections away to decode the meaning of inter-
cepted communications.

The NSA is one of a fairly small number of organ izations that pos-
sess the computational power and mathematical skill required to 
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achieve such a feat. Estimates indicate that building a computer ca-
pable of cracking one Diffie- Hellman prime per year would cost 
around $250,000, a small fraction of the NSA’s more than $10 billion 
annual bud get.22 The agency is also the United States’ largest em-
ployer of mathematicians.23 While it is unclear how successful this 
decryption program might be in practice, prominent computer sci-
entists who have studied the NSA’s capabilities consider it likely that 
the agency uses its resources to target Diffie- Hellman through this 
kind of brute force. The NSA prioritizes collecting the type of infor-
mation that would enable such an effort.24

Former NSA Director Michael Hayden seemed to confirm the 
possibility to the Washington Post. By targeting cryptography 
using mathematical skill and computing power, he noted, the 
NSA could strike an effective balance between its offensive and de-
fensive missions. Other states without the same kinds of prowess 
were unlikely to be able to keep up and target encryption in the 
same way. When a vulnerability is known to exist, Hayden said, 
“you look at a vulnerability through a dif fer ent lens if . . .  it re-
quires substantial computational power or substantial other at-
tributes” to exploit. If the bar is high, the agency  will size up its 
competitors.

In such a case, Hayden continued, the NSA has “to make the 
judgment who  else can do this? If  there’s a vulnerability  here that 
weakens encryption but you still need four acres of Cray [super]com-
puters in the basement in order to work it you kind of think 
‘NOBUS’ and that’s a vulnerability we are not ethically or legally 
compelled to try to patch— it’s one that ethically and legally we could 
try to exploit in order to keep Americans safe from  others.”25 In other 
words, if only the NSA and its unique computational abilities could 
clear the bar, the agency could keep exploiting the vulnerability. But 
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while a supercomputer- enabled mathematical assault is one of the 
pieces of the BULLRUN cryptography- breaking effort, it is far from 
the only one.

Defeating Cellular Encryption

The GSM Association is one of the most impor tant organ izations that 
most  people have never heard of.26 A London- based trade group of 
phone companies, it counts among its members more than 750 mo-
bile network operators from 220 countries, including major Amer-
ican and Eu ro pean firms. Among other tasks, the group  handles the 
design, interoperability, and functioning of the world’s cell phone 
networks. Without its standards, roaming and international calls 
would be much more difficult. The group needs to make sure not just 
that phones from around the world can talk to one another, but that 
they can do so securely.

Encryption, at least in theory, provides this needed security. To 
stop eavesdroppers from intercepting cellular communications as 
they travel through the air, phones and tablets often encrypt their 
messages before relaying them to nearby cell towers. But,  because 
ever- faster code- cracking computers keep increasing eavesdroppers’ 
abilities to decrypt intercepted communications, experts like  those 
working at GSM and other standards- setting organ izations must con-
stantly devise new ways to stay ahead.

Con temporary cryptography has by necessity grown much 
more complicated and counterintuitive. Designing a new, modern 
cryptographic system is a  little like designing a next- generation 
jet. It requires an enormous amount of complex work, the perspec-
tives of a wide range of specialists, and many consultations to 
agree on impor tant princi ples and details. The pro cess can take 
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more than a de cade, with individual components requiring years of 
their own.

As a result, setting modern cellular standards is time- consuming 
and laborious. Members of the GSM Association routinely share ob-
scure technical documents with one another as they develop and 
implement  these specifications. The documents contain a  great deal 
of proprietary information about the members’ mobile phone net-
works, including details on technical architecture, cell phone 
roaming, compatibility between networks, and more. They also con-
tain insight into the encryption implementations the companies 
will deploy in the  future. In short,  these files contain the sort of gran-
ular information seemingly of interest only to technical experts who 
make the telecommunications networks function.

But another group cares about  these documents, too: the spies in-
terested in tapping the world’s phone and data networks. The tech-
nical files provide a roadmap to the digital terrain on which the NSA 
and  others  will in the  future carry out cyber operations. By under-
standing how the landscape is changing and what is coming next, es-
pecially in terms of encryption and security upgrades, the agency 
can better prepare to develop and deploy decryption capabilities— 
ideally ones that are NOBUS in nature. For this reason, the NSA calls 
these documents “technology warning mechanism[s]” and spies on 
groups like the GSM Association to get them.27

The NSA uses a secretive unit, the Target Technology Trends 
Center, to do this. The unit’s logo, a  giant telescope superimposed on 
a globe, and its motto— “Predict, Plan, Prevent”— give a sense of its 
mission: to make sure the agency is not rendered blind by the network 
operators’ security upgrades and advances. The mobile communica-
tions experts and analysts in the unit spy on phone companies all over 
the world to ensure that  future collection remains unimpeded.28
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The Target Technology Trends Center builds and maintains a da-
tabase of mobile phone operators. As of 2012, the database included 
around seven hundred companies, about 70  percent of the world’s 
total.29 The group focuses on gathering information that the agency 
can use to defeat security mechanisms and gain access to cellular 
calls, messages, and data.30 The NSA maintains a list of around twelve 
hundred email addresses associated with employees at mobile phone 
operators around the world.31 Using its signals intelligence methods—
almost certainly including passive collection— the NSA makes its 
own surreptitious copy of some of the information sent to and from 
these addresses. It uses  these intercepted technical documents to an-
ticipate what sorts of encryption its targets  will use in the  future, 
and to find vulnerabilities in  those systems so that it can eavesdrop 
as needed.32

As a result of  these and other efforts, the NSA and its partners can 
crack a  great deal of the encryption that protects cellular communi-
cations. In an effort that one NSA file described as “a very high pri-
ority,” the agency devised mechanisms to break the security on 4G 
cell phone systems several years before  those systems  were actually 
in widespread use by mobile phone customers.33 Prior to that, the 
Five Eyes used specialized computers and invested millions of dol-
lars to successfully break the encryption used in 3G cell phone net-
works.34 They also broke the most widely- used encryption system 
in the world, called A5/1, which protects billions of phones in the 
developing world.35

But sometimes it is not practical even for the Five Eyes to break 
the cryptography by finding mathematical weaknesses. In  these 
cases,  there is another option: impersonating the legitimate recip-
ient by stealing the key that enables decryption. In the case of cell 
networks, this is the secret information baked into cell phones’ SIM 
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cards.36 A large Dutch firm called Gemalto produces  these small cards 
by the billions, each with its own unique encryption key. The com-
pany contracts with more than 450 mobile phone operators all over 
the world, including all the major American companies, providing 
them with SIM cards and, at least in theory, improved security.

The mechanism through which Gemalto’s system works is called 
symmetric key encryption. With symmetric key encryption, the two 
sides agree on a key in advance. In this re spect, symmetric key en-
cryption is somewhat akin to a pitcher and catcher arranging signs 
before a baseball game. Gemalto determines this pre- shared key, puts 
one copy of the secret key in the SIM card, and sends another copy 
to the mobile operator.37 With one reproduction of the key on each 
end of the communication, it thus becomes pos si ble to encrypt and 
decrypt communications while leaving the messages secure against 
passive collection in transit. The eavesdroppers in the  middle who 
lack the key cannot figure out what is being said.

In baseball, a batter who has figured out the key— which pitch cor-
responds to which sign— can intercept and decrypt the catcher’s 
codes. He or she  will know which pitch is coming next and  will 
stand a much better chance of hitting it. The same holds true for 
symmetric key encryption. If a signals intelligence agency can get 
a copy of the secret key in symmetric key encryption, it can de-
crypt communications.

Through a sophisticated, multistage hacking effort, GCHQ gained 
access to millions of keys that Gemalto produced and shared with 
some of its wide range of mobile phone com pany clients, particularly 
those in developing countries.38 This gave the agency the code-
breaking edge it desired. Many targets might have used the cell net-
works assuming that encryption secured their communications, but 
the GCHQ program enabled analysts to sidestep  these protections. 
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One analy sis suggests that the SIM card hack might have been most 
useful in tactical military or counterterrorism environments, perhaps 
enabling the agency to acquire insight into adversaries’ activities and 
quickly share the information with  those who could act on it.39 In an 
internal status report, the agency described the result of its key theft 
triumph in language that was bureaucratic yet hinted at the scale and 
success of the mission: analysts  were “very happy with the data so 
far and working through the vast quantity of product.”40

Cable Taps and a Smiley Face

From 2011 to 2014, John Napier Tye was the section chief for internet 
freedom in the State Department’s Bureau of Democracy,  Human 
Rights, and  Labor. In March 2014, he wrote a speech for his boss to 
deliver at an upcoming  human rights conference. Tye, a Rhodes 
Scholar and Yale Law gradu ate, wanted to emphasize the importance 
of checks and balances in the American system when it came to 
surveillance. “If U.S. citizens disagree with congressional and execu-
tive branch determinations about the proper scope of signals intel-
ligence activities,” he wrote, “they have the opportunity to change the 
policy through our demo cratic pro cess.” It seemed like a boilerplate, 
feel- good statement, one designed to respond to criticisms of NSA 
overreach.

But the White House  legal office disagreed. The  lawyers called Tye 
and instructed him to change the line. Instead of stating specifically 
that the practices of the intelligence community  were subject to 
demo cratic pro cess, they wanted him to make only a broad reference 
to how American citizens could change laws. He was not to mention 
Americans’ power to change intelligence activities.41 At the White 
House’s insistence, Tye changed the phrasing.
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To most  people, this distinction might seem meaningless. But Tye 
drew an alarming conclusion from the White House’s modifications: 
some American intelligence activities  were beyond the reach of cit-
izens’ demo cratic pro cess. As Tye knew, intelligence agencies’ over-
seas activities against foreign targets are most closely governed by a 
presidential executive order signed by Ronald Reagan, known as EO 
12333, and updated several times since. EO 12333 gives the NSA and 
other intelligence agencies a much freer hand in their overseas pro-
grams than they have on American soil.

Historically, EO 12333’s clear foreign versus domestic distinction 
might have made some sense. In the Reagan years, comparatively 
fewer pieces of data on Americans ended up overseas. In the internet 
age, however, the world’s digital networks are bound ever more 
closely together, and the lines between foreign and domestic activi-
ties become blurrier. Just as foreign- to- foreign traffic travels through 
the United States, enabling the NSA to passively collect other coun-
tries’ data from American hubs and cables, so too does the data of 
Americans travel through other countries.

Major technology companies routinely back up and mirror infor-
mation in data centers all across the world, both for redundancy and 
to ensure the fastest pos si ble retrieval of the information when 
needed. When an American’s data resides in a foreign data center or 
travels along a foreign cable, the privacy protections that restrict the 
United States government from collecting the data diminish, so long 
as the government is not directly targeting Americans. Intelligence 
agencies have partially classified guidelines that stipulate how they 
interpret this condition.42

Long before Snowden’s leaks and Tye’s amended draft, tech-
nology companies took some steps to try to protect this data over-
seas. Google and Yahoo encrypted users’ connections to their sites, 
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blocking eavesdroppers who could not break the encryption. This 
might have posed a prob lem for the NSA, especially if BULLRUN’s 
encryption- busting tools could not work against the technology 
companies’ systems.

If the NSA wanted the data and could not decrypt it, it had sev-
eral options. The agency could,  under its interpretation of the au-
thority of the Foreign Intelligence Surveillance Act, use the PRISM 
program described in Chapter 1 to compel American companies to 
turn over the desired information about their users. But, as previ-
ously discussed, this was a program that operated on American soil 
under at least some oversight and constraint.  Under the law, the 
agency’s target had to be foreign and fit into one of the broad cate-
gories of permissible intelligence collection.

So the Five Eyes instead found a differ ent way to get the informa-
tion they wanted. They targeted the series of fiber-optic links that 
Google and Yahoo had built to connect their data centers outside 
American borders.  These private cables gave the companies the ca-
pacity to move information quickly and securely— they thought—
between differ ent parts of their expansive digital infrastructure. 
These  were the cables and centers that made the cloud pos si ble.

Google protected its data centers very carefully, with round- the-
clock guards, heat- sensitive cameras, and biometric authentication 
of employees.43 But  because the connections  were privately owned 
and only between data centers, Google and other companies had 
not prioritized encrypting the communications that flowed through 
the cables. Google had planned to do so, even before the Snowden 
revelations, but the proj ect had moved slowly.44 This delay left large 
amounts of users’ data unencrypted; getting access to  these cables 
would be almost as good as getting into the heavi ly protected data 
centers themselves.
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Like a quarterback drawing up a play in the dirt, someone at the 
NSA hand- diagrammed the plan for targeting the technology com-
panies and copied it onto a slide. The image showed the unen-
crypted links between data centers that the Five Eyes would target. 
Near the text highlighting the unencrypted areas, the artist had 
included a mocking smiley face.45 Through their telecommunica-
tions partners, the NSA and GCHQ gained access to the cables. 
The agencies then reverse- engineered the targeted companies’ in-
ternal data formats, a technically complex task. They then built 
their own custom tools, just as if they worked for the firms, so that 
they could make sense of their massive new trove of data.

And what a trove it was. As with other passive collection pro-
grams, this one yielded too much data for the Five Eyes to  handle. 
Even  after filtering the fire- hose spray of data for the most useful in-
formation, the flow was still a torrent. In just a thirty- day period, 
the NSA collected and sent back to headquarters almost two hun-
dred million rec ords of internet activities, including website visits, 
rec ords of emails and messages sent and received, and copies of text, 
audio, and video content.46 It was an im mense haul made pos si ble 
by the interconnected global architecture of technology firms and the 
agency’s secret access to their cables.

Much of this data was from foreigners. But other data was from 
Americans whose information had ended up overseas thanks to the 
complexity of the technology companies’ clouds. In the parlance of 
the NSA, this data on Americans was “incidentally collected.” Even 
though the data was American in origin,  because the NSA had inci-
dentally collected it overseas  under EO 12333, the agency could 
hang onto it for five years with certain restrictions, and sometimes 
longer.
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When the Snowden leaks revealed the NSA’s tapping of private 
cables, Google and Yahoo  were apoplectic. To Silicon Valley, it ap-
peared that the NSA had used a  legal loophole to do an end run 
around oversight. It seemed as if the NSA had hacked American com-
panies  either to gather data on Americans or to gather data on for-
eign targets that the agency could have collected, with more over-
sight and accountability, through the PRISM program. Google 
Chairman Eric Schmidt said the com pany was “annoyed to no end” 
about what the Five Eyes had done.47

Google engineers  were more direct. When the Washington Post
showed two Google- affiliated engineers the NSA’s smiley- face dia-
gram, they “exploded in profanity.”48 Another wrote an online post 
condemning the Five Eyes operation and expressing his sentiments 
plainly: “Fuck  these guys.”49 Google and other firms had built their 
security systems to try to keep out Chinese and Rus sian hackers, and 
many considered the United States government a partner, even if that 
partnership was legally compelled. Finding out that the Five Eyes tar-
geted them and bypassed their encryption felt like a betrayal to 
their engineers.

Even government employees  were concerned by the activities 
conducted  under EO 12333.  After his speechwriting experiences, 
Tye came to believe that the United States intelligence community 
was using the workaround provided by EO 12333 to authorize vast 
collection programs that existed almost entirely outside of congres-
sional and judicial oversight.  After eventually leaving government, 
he strongly suggested in a Washington Post editorial that Americans 
should be concerned about the impact on their privacy.50 But, un-
like Snowden, he leaked no classified information to support his 
warnings about the government’s abuse of EO 12333.
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The post- Snowden signals intelligence review commission was 
similarly alarmed, and recommended reform.51 As part of new leg-
islation authorizing intelligence activities in 2015, some overseas col-
lection procedures  were amended and codified, though the NSA 
retained a  great deal of flexibility. Regarding data incidentally col-
lected on Americans, the law authorizes the NSA to retain it for five 
years, and also includes a broad exception allowing data to be held 
longer if the agency determines it is “necessary to understand or as-
sess foreign intelligence or counterintelligence.”52

Within the NSA’s broader effort to gain unencumbered access 
to the world’s data flows, its EO 12333 operations made a direct 
contribution to success. Though encryption would always pose a 
threat, the Five Eyes’ efforts  were actively defeating it and preserving 
the power of global espionage. An internal Five Eyes document 
boasted that, thanks to the multi- pronged efforts, “vast amounts of 
encrypted Internet data which have up till now been discarded are 
now exploitable.”53

Defeating encryption like this required complete secrecy.  There 
was no value for the alliance in signaling or posturing about its de-
cryption capabilities. To do so would cause adversaries to change 
their tactics, perhaps by avoiding the encryption mechanisms the 
Western spies could crack or circumvent. Even within the Five Eyes, 
where almost  every significant employee had a security clearance, 
guidelines instructed  those who  were not working on the cryptologic 
capabilities not to speculate or ask about how  those capabilities 
worked.54

As long as the decryption capabilities  were still hidden, times  were 
good. The Five Eyes’ intelligence targets all over the world knew 
enough to use computers, but did not know how to secure them. 
Whether operating against countries like Rus sia or China or terrorist 
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groups like al Qaeda, the NSA had the capacity to uncover mean-
ingful secrets and bring them to US government policymakers in 
time to act. While details of  these operations are almost entirely 
hidden from view, their success was so significant that se nior officials 
in the NSA refer to this period, up  until 2013 or so, as “the golden 
age of signals intelligence.”55

But all golden ages must end. Snowden’s revelations exposed the 
decryption capabilities and put forward a public debate the NSA did 
not want to have.  Others, like Tye and the post- Snowden review 
commission, lent additional credibility to the concerns about the 
agency’s activities. Even worse, as the NSA grappled with the expo-
sure of its tactics, foreign adversaries lurked, waiting for an opportu-
nity. For as much as the Five Eyes aspired to live in a world of Nobody 
But Us, they  were not alone.



ESPIONAgE, LIKE FOOTBALL, IS A gAME OF INCHES. The smallest details 
can make a world of difference. Selecting the appropriate business 
cards and accessories for a spy’s jacket pocket is essential to main-
taining one’s cover overseas. Choosing the wrong dead- drop location 
for a package with stolen documents inside can blow an entire op-
eration. Placing a cable tap in the right spot can unearth a gold mine 
of intelligence.

It is sometimes hard to notice  these  little make- or- break features. 
The art of intelligence and counterintelligence is to identify them in 
real time, thus uncovering any hallmarks of an adversary’s operation 
or dangerous giveaways of one’s own efforts. Luck is always a  factor 
in espionage, but good operators make their own luck by getting the 
nuances right. During World War II, for example, the Nazis used to 
airdrop their spies into British territory with British- issue army 
boots, replica ID cards, and genuine wallets taken off the bodies of 
dead British soldiers— replete with letters from worried girlfriends. 
Every detail made the cover more convincing.1

3

Building a Backdoor
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The revelations that come from minutiae are especially power ful 
in cyber operations. Intelligence efforts carried out with  great care 
and at significant expense play out in computer networks all over the 
world. Close examination of the malicious code employed by signals 
intelligence agencies and of the commercial products they exploit 
provides substantial insight into what happens between states in this 
sometimes- hidden world.

The instructions that make up software are known as source code. 
This code, which software engineers write in human- readable pro-
gramming languages like C++, determines what the software does 
and how it functions. When the source code is ready for use in prod-
ucts,  whether  those products are espionage tools or commercial 
security software, it gets converted through a pro cess called compila-
tion into the binary form that computers understand. New versions 
of software contain newly compiled code. In some cases, companies 
distribute the new code to customers all over the world through soft-
ware updates. For a software com pany, nothing is more impor tant 
than what is in the source code.

Cybersecurity researchers, like paleontologists, dig through 
layers of compiled code looking for artifacts.  These small details 
yield a timeline of what happened and when. By reverse- engineering 
the compiled code and looking at changes, researchers can deter-
mine what modifications occurred in the source code;  these mod-
ifications include official updates and improvements, but also 
sometimes reveal illicit manipulation of the code. Alternatively, 
by observing the evolution of hackers’ malicious code over time, 
researchers can understand its purpose and methodology. To a 
careful observer, digital fossil rec ords reveal the stories that lie 
within.
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Minding P’s and Q’s

The last chapter showed how the Five Eyes use brute force, key theft, 
and encryption bypassing to develop NOBUS decryption capabili-
ties. But  there is an even more power ful option: intelligence agen-
cies can secretly build deliberate weaknesses into the computer code 
that makes encryption work. They can craft  these weaknesses, which 
are usually called backdoors, to be subtle enough to avoid detection 
but exploitable enough to be broadly useful.

The geopo liti cal payoff of a successful backdoor can be huge. Tar-
gets use encryption to secure their communications as a  matter of 
routine. Military strategists use it to outline their contingency plans 
heading into a conflict. Diplomats use it to debate their negotiating 
positions before international summits. Companies use it to protect 
their trade secrets and strategic priorities. Intelligence agencies use 
it to share what they know with  those they trust. All have faith that 
the math of their preferred encryption system is keeping their mes-
sages safe.

But an illicit backdoor can strip that mathematical armor away. If 
the encryption system trusted by so many is in fact insecure by de-
sign, an intelligence agency that knows of the flaws can once more 
uncover information that their targets most want to secure. The back-
door can turn a trusted system into a single point of failure, ex-
posing all that the system protects. As long as no one  else can use 
the backdoor, it remains a NOBUS capability— power ful but hidden.

Just as the United States holds a home- field advantage, thanks to 
geography and history, in passive collection, it also enjoys a natural 
edge when it comes to backdooring encryption. Much of the world’s 
cryptography is American- made, and NSA files indicate that the 
agency attempts “to leverage sensitive, co- operative relationships 
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with specific industry partners.” It uses  these relationships to gather 
“cryptographic details of commercial cryptographic information 
security systems” and to alter the systems in ways that benefit 
the agency.  These modifications introduce weaknesses into the 
companies’ products with the aim “to make them exploitable” by the 
NSA’s cryptographers.2

When the agency cannot rely on a partnership, it tries to intro-
duce weaknesses covertly.3 The right flaw in the right spot can offer 
dramatic geopo liti cal advantage; just a single tainted encrypted com-
ponent, endowed with a backdoor known only to its creators, can 
render entire systems of encryption insecure. Even without having 
significant mathematical knowledge, it is pos si ble to understand how 
the backdoor pro cess works, at least at a simplified level.4

Randomness, or at least the illusion of it, is fundamental to en-
cryption. In the  simple Caesarian cipher described at the beginning 
of Chapter 2, the sender and receiver of the message need to agree on 
a key: how many places to shift the letters. If this key is predictable, it 
is easy for an eavesdropper to figure it out through mathe matics, or 
even just guess what it is, and then break the code. Cryptographers 
therefore employ randomness in choosing encryption keys and in 
many other pro cesses. In short, eavesdroppers use patterns to break 
codes, and randomness breaks patterns. If an eavesdropper can crack a 
par tic u lar encryption mechanism’s foundation of randomness, all the 
math that cryptographers have built on top  will also tumble.

But where does this randomness come from? While creating per-
fect randomness is difficult, cryptographers have long hunted for 
sources of information with few predictable patterns. During World 
War II, British codemakers used to hang a microphone outside their 
office on London’s busy Oxford Street. In their search for random-
ness, they used the cacophony of any given moment. The street’s 
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assortment of erratic noises, from car honks to conversations to 
sirens and beyond, was random enough, since no one could guess 
exactly what sounds would be heard. The recordings  were then 
converted to a mathematical form and used as a source of random-
ness in codes.5 In the modern era, one major internet com pany uses 
continuous video of a wall of one hundred lava lamps to generate 
random inputs for its encryption mechanisms.6

But true randomness is not always required. Often, cryptog-
raphers  settle for what they call pseudorandomness, which is not 
truly random but functions in key re spects as if it  were. This is 
where a type of software known as a pseudorandom number gen-
erator comes in. Pseudorandom number generators take a single 
random starting point and then continually devise a series of num-
bers that appear random but are actually derived from the original 
starting point. Much more complex encryption pro cesses can 
then rely on this stream of pseudorandom numbers as a basis for 
security. But  there is a danger: if an eavesdropper can consistently 
predict the numbers that come from a pseudorandom number 
generator, they can often crack the encryption that depends upon 
those numbers.

The United States National Institute of Standards and Technology, 
or NIST, has a vital role in writing technical specifications  adopted 
by the United States government and  others around the world. As 
such, it is an impor tant player in the world of cryptography. In 2004 
and 2005, the institute recognized the need for additional pseudo-
random number generators that met the criteria for government 
use.7 Drawing in part on the NSA’s cryptographic expertise, NIST 
developed a series of four generators. It named one generator, the 
oddest of the bunch, Dual_EC_DRBG, or Dual_EC for short.
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Dual_EC relies on a type of curved line known as an elliptic curve. 
On this line are two points, which cryptographers call P and Q. The 
generator uses  these points, along with a seed number that varies by 
user, to begin the pro cess that eventually produces the output of 
pseudorandom numbers. Once picked, the two points never change, 
and so are called constants; this mathematical architecture is unusual 
in a pseudorandom number generator, but it is not necessarily inse-
cure. When an organ ization decides to implement Dual_EC, it can 
pick its own P and Q. As long it chooses P and Q randomly, it is nearly 
impossible to predict the pseudorandom numbers that Dual_EC  will 
generate, even if an eavesdropper knows the values chosen for P and 
Q. This is as it should be.

The cryptographers studying the early drafts of Dual_EC, how-
ever, found something curious. Unlike most pseudorandom number 
generators, Dual_EC works in such a way that,  under certain circum-
stances, it can lose its pseudorandomness and become dangerously 
predictable. This is a failure that risks jeopardizing the secrecy of all 
the encrypted communications that rely on Dual_EC for pseudo-
random number generation.

Three  things are required for this backdoor to appear. First, the 
two starting constants P and Q need to be chosen deliberately, in a 
way that is not random. Second, the eavesdropper needs to know 
the mathematical relationship between the two points, which is 
not difficult to determine if the eavesdropper already knows that 
the two points are not random. Third, the eavesdropper needs to 
intercept a small amount of the pseudorandom numbers generated 
by Dual_EC to uncover the relevant mathematical patterns.

If  these three criteria are met, the eavesdropper can, with a 
bit of math, determine the  future numbers that Dual_EC  will 
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generate— and thus can gain the ability to decrypt a target’s com-
munications.8 In other words,  there is the possibility to backdoor the 
pseudorandom number generator and then exploit that backdoor 
to read  others’ messages.

At the end of 2005, NIST published a more detailed draft docu-
ment that defined the specifications for Dual_EC. Academic cryp-
tographers quickly spotted flaws in the draft. They noticed that Dual_
EC exhibited small tendencies in its supposedly random numbers, a 
worrying sign that something was amiss.9 They also suggested that 
there might be a backdoor involving the points P and Q. Two other 
cryptographers found similar irregularities and filed a patent claiming 
as much.10 Nonetheless, in 2006, NIST published the finished Dual_
EC specifications. Despite the warnings, it did not fix the identified 
flaws.11

The final published document from NIST included a pair of de-
fault values for P and Q. Many of the organ izations that implemented 
Dual_EC used  these values rather than selecting their own. They as-
sumed that, since the government’s experts provided them, the 
numbers must have been chosen through a pro cess that was suitably 
random. Yet the NIST specification provides no insight into how its 
authors determined the P and Q values provided, nor does the spec-
ification offer verification that the numbers  were the result of a 
random pro cess. The specification authors simply wrote that P and 
Q should be “verifiably random” and that organ izations should use 
the P and Q that NIST helpfully offered.12

In 2007, two researchers warned of Dual_EC’s backdoor in a talk 
on the sidelines of a cryptography conference.13 But  because their 
short discussion was informal, complex, and somewhat arcane, it at-
tracted comparatively  little attention.14 Observers strug gled to de-
termine if the prob lem was a backdoor or just, as some thought, 
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“laughably bad” cryptography.15 Yet the United States government 
and the International Organ ization for Standardization, with 163 
member countries, incorporated flawed versions of Dual_EC into 
their standards, ensuring widespread implementation all over the 
world.

The Snowden leaks, which began several years  later, shed more 
light on Dual_EC’s flaws and how they came to be. With the benefit 
of hindsight and internal documents, the NSA’s subtle hand becomes 
vis i ble throughout Dual_EC’s creation and standardization pro cess. 
Initially, the agency worked to influence the design of the number 
generator. “Eventually,” an in- house memo states, the “NSA became 
the sole editor” of the Dual_EC specification, and presumably had 
enough  free rein to manipulate the requirements to suit its espionage 
purposes.16 It was likely  here that the NSA managed to introduce the 
backdoor and pick faulty default versions of P and Q.17 If this is the 
case, the agency fulfilled the first and second requirements for en-
abling the backdoor: choosing non- random points and knowing the 
mathematical relationship between them.

But that technical trickery was not by itself enough. The NSA also 
pushed for the formal adoption of the flawed specification by the 
United States government and by organ izations overseas. Agency 
documents describe this pro cess as “a challenge in finesse.”18 More 
importantly, in order for the backdoor to be useful, companies 
had to use Dual_EC in their products. If they did not, the entire 
effort was nothing more than an academic mathematical exercise. 
Fortunately for the NSA, some companies did use the standard. 
Very few changed the default P and Q to verifiably random con-
stants.19 Indeed, some organ izations’ procedures obliged them to 
employ the government- chosen points and not ones of their own 
se lection. OpenSSL, which protects everyday Web traffic and is 
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one of the largest cryptography proj ects in the world, was a prom-
inent example.20

The NSA also worked in secret with American corporations to en-
courage them to use Dual_EC.  Little is known about this, except for 
one vivid report from  Reuters: the NSA paid $10 million to the cy-
bersecurity com pany RSA.  After reportedly receiving the money, 
RSA used the Dual_EC system as its default pseudorandom number 
generator and made a number of odd engineering decisions that ap-
peared to make some of the com pany’s products— including ones de-
signed to protect key systems and networks— more susceptible to 
NSA decryption.21 Though the com pany at first denied working with 
the NSA, RSA’s chief executive  later fiercely criticized the agency, 
saying that it had “exploit[ed] its position of trust,” but he did not 
provide specifics.22

A Series of Unfortunate— Or Malicious— Events

RSA was not the only business that would fall, willfully or not, into 
the Dual_EC trap. In 2008, an American technology com pany called 
Juniper Networks de cided to add Dual_EC to the new version of 
ScreenOS, the software that runs many of its security products.  These 
include firewalls, designed to keep hackers out of networks, and Vir-
tual Private Networks, or VPNs. VPNs protect sensitive communi-
cations all over the world by encrypting internet traffic between two 
points in such a way that eavesdroppers cannot understand it  unless 
they can break or bypass the encryption.

Some of the com pany’s big customers are foreign governments, 
including targets the Five Eyes have in their sights. For example, in 
Pakistan, Juniper firewalls protect government and military net-
works, and Juniper routers steer traffic for some of the country’s 
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telecommunications companies. Juniper products also serve China’s 
internet. The vendor’s VPNs are in widespread use in companies 
around the globe, with one internal GCHQ document praising them 
as the “ablest competitor” on the market.23

The United States federal government uses many products that rely 
on ScreenOS, too, including for sensitive organ izations that  handle 
personnel rec ords.24 More generally, the government authorizes Ju-
niper to build cryptographic systems that protect top- secret infor-
mation.25 Other Juniper customers are spread throughout nearly 
every sector of American society; the com pany’s website lists tech-
nology companies, telecommunications firms, local governments, 
universities, consumer- facing businesses, sports teams, data reten-
tion specialists, and many other types of clients.26 Juniper’s annual 
revenue is mea sured in billions of dollars, much of it coming from 
within the United States.

Juniper has long known that cybersecurity is vital to its cus-
tomers. By 2008, ScreenOS had for years used an established pseu-
dorandom number generator, one that was formally called ANSI 
X.9.31.  There was no public indication of any security danger 
from ANSI and no obvious need for a change, yet Juniper chose 
to add Dual_EC, an odd and worrying choice. In addition to 
the concerns about its flaws in reliably choosing pseudorandom 
numbers and pos si ble backdoors, Dual_EC had a glaring prob lem: 
the new generator was very sluggish, about a thousand times 
slower than its counter parts. Inexplicably, the com pany did not 
seek federal government certification that its use of Dual_EC was 
secure, a practice that would have been expected and would 
have made it clearer to customers that the com pany had changed 
its design.27 Nothing about the opaque decision to add Dual_EC 
made sense.
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Mathematically, the way the com pany went about implementing 
this change was even more bizarre. To start, Juniper used the P point 
provided in the NIST specification but generated its own Q point. 
Yet the firm provided no mechanism to verify that it had chosen its 
new Q point randomly. This absence of proof left open the possibility 
that Juniper had chosen the point in such a way that would enable it 
(or the NSA) to decrypt messages. It was thus plausible— and many 
expert cryptographers say very likely— that Juniper’s code inten-
tionally made the backdoor embedded in Dual_EC exploitable by 
someone who had the requisite insight into the configuration of the 
system.28 If the chosen points  were not random but deliberately 
placed to compromise the encryption, anyone who knew of Juniper’s 
Q and its mathematical relationship to P was two- thirds of the way 
to being able to use the backdoor. To finish the job, they would just 
need to obtain a certain amount of numbers generated by Dual_EC 
in practice.

It was  here that the already- strange story took another unexpected 
turn. Juniper did not entirely replace the well- regarded ANSI gen-
erator that it had long used. Instead, the com pany tried to use both 
the older ANSI and the newer Dual_EC generators together. In this 
new approach, the ANSI generator supposedly took the number gen-
erated by Dual_EC as a start and then used it as a seed to generate 
another pseudorandom number. In so  doing, Juniper set up a cas-
cade of the two generators. This is a fairly unusual practice— since 
only one pseudorandom number generator is needed— yet it is not 
necessarily insecure.

But the next oddity was worse. Juniper changed the size of the 
output of Dual_EC, in effect adding more digits to the numbers it 
generated. This change did not appear to have any technical benefit. 
What it did do, however, was provide a potential eavesdropper with 
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more information. In fact, with this larger output, Dual_EC now 
leaked just enough data for an eavesdropper to be able to predict 
what pseudorandom number was coming next and thus break the 
encryption. This unexpected change provided enough material to 
fulfill the third condition of the backdoor. It was exactly what cryp-
tographers had warned about.

In theory, this unfortunate combination of events by itself was 
not an issue. The ANSI generator would, in Juniper’s stated design, 
use what it got from Dual_EC only as a starting point for its own 
pseudorandom generation pro cess. Even if the input to ANSI was 
somehow compromised  because of a flaw in Dual_EC, the pseudo-
randomness generated by ANSI should have provided protection. 
But Juniper’s code had one final prob lem, and it was a big one: when 
the software ran, it essentially skipped the ANSI mechanism al-
together and left the Dual_EC backdoor exposed.29 If this was ac-
cidental, it was a catastrophic  mistake. If it was intentional, it was 
deviously clever.

In short, not only did Juniper decide out of the blue to add Dual_
EC, which had poor per for mance and contained a secret backdoor, 
and not only did it decide to change the configuration so that an 
eavesdropper would have enough information to take advantage of 
the backdoor, but the backdoor was next to an incredible software 
bug that gave the appearance of added security but actually made 
that very backdoor easier to exploit. Juniper’s series of bizarre and 
illogical changes to already secure software in fact made its code sub-
stantially less secure. The com pany supplanted a secure number 
generator with a deeply questionable one  under the guise of using 
both for more protection.

The firm provided no explanation for any of this. It simply insisted 
for years that its system was safe.  Later, in the face of swirling 
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controversy about weaknesses in Dual_EC— including the NIST’s 
eventual withdrawal of the specification, brought about by Snowden’s 
revelations— Juniper assured its customers that even if Dual_EC 
had a backdoor, its customers would be safe  because of the second 
generator.30 Due to the bug in the code that bypassed ANSI, this 
was false.

As a result, all of the many customers who relied on Juniper’s 
ScreenOS for cybersecurity  were in fact vulnerable. The foreign tele-
communications companies and governments of interest to the 
Five Eyes lacked protection for their messages, but so too did many 
United States government agencies. Many of  these organ izations 
transmitted their messages and files over the internet, confident that 
Juniper’s encryption was protecting them. But they  were wrong. Pas-
sive collection could provide access to the data, while, in the right 
hands, the Dual_EC backdoor would let the NSA strip the facade 
of encryption away. While it is impossible to know any specifics 
about operations that exploited the weakness,  there is no doubt that 
Juniper’s change in code put many secrets all over the world at risk.31

To reiterate, it is uncertain  whether Juniper did any or all of this 
at the NSA’s behest. It is pos si ble that Juniper de cided to add Dual_
EC for an unknown but benign reason. It is pos si ble as well that the 
com pany picked its Q point randomly and did not know the danger 
it was courting when it increased the amount of information leaked 
by Dual_EC. Perhaps the catastrophic bug that bypassed the secure 
ANSI generator was also the result of a series of very unlucky coin-
cidences, as was the choice not to seek federal security certification 
for the addition of Dual_EC. Maybe the com pany had only user se-
curity in mind and genuinely tried to prevent the NSA or any other 
eavesdropper from exploiting its products. While  there are leaks that 
quite clearly show the NSA’s hand in establishing the Dual_EC back-



Building a Backdoor 75

door in the first place, no leaked file provides insight one way or the 
other on Juniper’s adoption of the flawed pseudorandom number 
generator.

Nonetheless, the evidence is strong enough to arouse very deep 
suspicion of an intentional effort to weaken the encryption in Juni-
per’s products. A tight link between the NSA and Juniper would not 
be unusual given the agency’s deep corporate ties. GCHQ is the 
partner agency that knows the NSA better than any other, and in 
2011 it was suggested internally  there that such a connection between 
the United States government and the com pany might exist. One 
British document filled with other information on the possibility of 
targeting Juniper notes that “Juniper carries a potential opportunity 
and complication by being a US com pany.  There is potential to le-
verage a corporate relationship should one exist with NSA. Any 
GCHQ efforts to exploit Juniper must begin with close coordination 
with NSA.”32

The unusual bug in the 2008 code change that bypassed the se-
cure ANSI generator adds weight to this suspicion of an intentional 
weakness. Matthew Green, one of the widely respected cryptogra-
phers who examined the case, said, without blaming Juniper directly, 
“if you wanted to create a deliberate backdoor based on Dual_EC 
and make it look safe, while also having it be vulnerable, this is the 
way you’d do it. The best backdoor is a backdoor that looks like a 
bug.”33 The combination of components stood out to Green. He 
pointed out that “this bug happens to be sitting  there right next to 
this incredibly dangerous NSA- designed random number generator, 
and it makes that generator actually dangerous where it might not 
have been other wise.”34 In the cryptanalysis business, plausible 
deniability is essential, but too many coincidences start to look 
intentional.
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If, as seems very likely, the ScreenOS flaw was an NSA operation 
as opposed to a very unfortunate series of events,  there is no doubt 
that it put American systems at risk, too. But the vulnerability of US 
communications, even government communications, might not have 
been a prob lem. As long as only the NSA knew of the backdoor 
and the details of how to exploit it, it would be a NOBUS capability. 
Secrecy would thus once more be paramount— but secrets are hard 
to keep.

Two New Backdoors

The digital fossil rec ord of Juniper’s source code shows another very 
impor tant change in 2012.  There  were two notable  things about it. 
First, unlike the modifications in 2008, which added Dual_EC, the 
original Q, and a number of suspicious bugs, the 2012 change was 
far subtler. While 2008’s alterations reshaped the broader infrastruc-
ture of the com pany’s code, the 2012 change modified just one line, 
the definition of Q, changing it from one indecipherable string of 
numbers and letters to another. And second, while  there is  every 
indication that Juniper itself made the 2008 change— very likely in 
coordination with the NSA, but possibly not— outside hackers 
with illicit control over the source code seem to have made the 2012 
modification. This means that when Juniper next shipped out its soft-
ware updates, it appears not to have known it was sending a new Q
to customers all over the world.

Although they have not previously been reported,  there are ex-
tremely strong suggestions that a group of Chinese hackers made the 
2012 change. Two individuals in the private sector with knowledge 
of the case indicated that a Chinese group was responsible for the re-
definition of Q, though both declined to identify the specific hacking 
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group. Such an operation would fit with a broader pattern of activity, 
as multiple Chinese hacking groups have successfully targeted tele-
communications companies all over the world.35

The hackers showed enormous restraint in changing just the Q
point. With the access to Juniper’s systems they enjoyed, they could 
have made more major changes, though that might have increased 
the risk of detection. Instead, they played their hand with subtlety, 
merely inching Q along its elliptical curve. Manipulating the back-
door that was already  there was likely more elegant, harder to trace, 
and perhaps provided the benefit of harming the NSA’s intelligence 
collection capabilities.

Juniper’s engineers did not notice the change. This is not entirely 
surprising, as it was prob ably difficult to spot  unless one knew it was 
there. Juniper’s clients who downloaded updated versions of the soft-
ware would almost certainly have no idea the new Q existed. Even 
someone scrutinizing the source code would likely pass over the 
rekeyed backdoor without a second thought. But the effects may 
have been global.

One result was immediate. If it was Chinese hackers who changed 
the points, the NSA would not have known the details of the math-
ematical relationship between the new Q and the old P. Assuming 
this was the case, the new point locked the agency out of the Dual_
EC backdoor that it may have been exploiting. In all versions that 
came  after 6.2 of ScreenOS, the old backdoor was gone. If the NSA 
had been relying heavi ly on the backdoor to decrypt passively col-
lected information and quietly steal  others’ secrets, this change rep-
resented a real loss of intelligence access. Though the NSA had other 
means of hacking Juniper devices and exploiting information from 
them, this backdoor still had its unique merits, especially in its 
potential scale.36 It seems unlikely any other method could let an 
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intelligence agency silently exploit millions of Juniper devices all 
over the world, all while their targets thought they  were secure.

The damage did not end  there. A second effect was perhaps still 
worse: whoever changed the point prob ably deliberately chose a new 
value for Q that was not verifiably random. The hackers,  after all, 
were likely not interested in securing Juniper’s systems, but instead 
were trying to target them. As a result, the hackers had good reason 
to pick a new Q point that enabled a new backdoor, known only to 
whoever made the change. This would mean that the 2012 change 
not only locked out whoever might have known about and exploited 
the previous backdoor, but also aided the newer perpetrators. Juni-
per’s customers had unwittingly traded one insecure encryption 
system for another.

The 2012 hackers thus could reap the decryption benefits that 
might have been available to the NSA in 2008. China does not have 
the same global passive collection reach that the United States does, 
but it has some. In addition, on a number of occasions it has brazenly 
rerouted foreign internet traffic through its own territory by using 
the power of China Telecom.37 In  these and other circumstances, en-
cryption might have  stopped the Chinese from reading the inter-
cepted communications. The backdoor would have helped overcome 
that obstacle. With knowledge of the new Q, they could now decrypt 
intercepted traffic, so long as the target was one of Juniper’s many 
customers.

At a technical level,  there is a direct link between the 2008 and 
2012 backdoors. Matthew Green, the aforementioned cryptogra-
pher, noted how the hackers deftly spotted the implications of the 
2008 code and used it to enable their modification of Juniper’s soft-
ware. “They then piggybacked on top of it to build a backdoor of their 
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own, something they  were able to do  because all of the hard work 
had already been done for them,” he said. “The end result was a pe-
riod in which someone— maybe a foreign government— was able to 
decrypt Juniper traffic in the U.S. and around the world.”38 If the NSA 
had once thought that the Dual_EC backdoor was a NOBUS capa-
bility, the 2012 changes proved that assumption incorrect.

As bad as this new backdoor was, the digital rec ord of Juniper’s 
source code shows that  things only got worse for the com pany and 
its customers. In 2014, according to two individuals in the private 
sector with knowledge of the case, Chinese hackers made another 
modification. The attribution to China has not been previously re-
ported, and the individuals caution that this group of hackers was not 
necessarily the one that made the 2012 changes.

This change was somewhat more obvious than the  earlier cryp-
tographic backdoors. The new code placed a secret password into 
Juniper’s software: the seemingly incomprehensible phrase <<<
%s(un=ˇ%sˇ) = %u. But the hackers did not choose this password 
without careful thought. They picked this obscure string of charac-
ters to look like regular code.39 The hackers hoped that, if someone 
saw it during a security audit or code review, they would pass over it 
without further investigation.

That unpronounceable password carried enormous might. The 
2008 and 2012 backdoors made passive collection pos si ble by 
thwarting encryption, but the 2014 backdoor enabled active hacking 
operations. Anyone who was aware of it could log in remotely to any 
of Juniper’s vulnerable security products anywhere in the world, just 
as if they  were the legitimate owner and operator of the product. 
Knowing the password would in some cases even bypass the need 
to find traditional software vulnerabilities and build exploits targeting 
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Juniper devices. Armed with the right string of characters, hackers 
could simply log into the device without the need for additional 
vulnerabilities.

This sort of access is a boon for spies who aim to learn other states’ 
secrets. Once the hackers logged in with the hidden password, they 
gained control over the target. They could make changes to the se-
curity product’s configuration, potentially altering mission- critical 
settings and shaping the digital environment for  future hacking op-
erations. They could also gather information on how the target was 
using the product. Maybe most impor tant of all, using this adminis-
trative access, they could better avoid getting caught. Hackers who 
knew of the password- enabled backdoor could delete logs to cover 
their tracks, wiping away evidence of other signals intelligence op-
erations against Juniper products. Detecting operations of this sort 
is fiendishly difficult, and so they all remain hidden from view even 
today. But  there is virtually no doubt that they occurred; no hackers 
would create the 2014 backdoor  unless they  were intending to reap 
its benefits.

The hardcoded password that enabled the 2014 backdoor did not 
depend on the 2008 or 2012 backdoors and had no direct tie to the 
flawed Dual_EC specification. It was a bolder stroke, in contrast to 
the understated changes that had come before. The change to the 
code was potentially more noticeable than the 2012 change, but the 
payoff was significant, too, and differ ent in kind from what the  earlier 
source code manipulation had yielded. In a postmortem analy sis, se-
curity researchers  were unequivocal in noting the severity of the 
situation. One analy sis put it simply and aptly: the breach was as “ter-
rible as it gets,”  because of all that it let the hackers do, with near 
impunity and near invisibility.40
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Beyond the tantalizing indications of Chinese responsibility from 
those with knowledge of the case,  there is frustratingly  little infor-
mation about the source and motivation of the code changes. One 
thing is clear, however:  there was far more illicit foreign access to 
Juniper’s source code than the com pany wanted. As a result, the 
com pany’s secrets  were out in the open, a potential NSA espionage 
capability had dis appeared, and adversarial hackers had gained the 
ability to decrypt many communications Americans thought  were 
secure.

Short- Lived Victory

The rec ord of Juniper’s source code shows that both the 2012 and 
2014 backdoors remained in place for a significant period of time. 
They eluded any code reviews and security audits at Juniper, perhaps 
aided by the hackers’ attempts to make them look innocuous. The 
backdoors, power ful and stealthy, enabled the quiet decryption of 
supposedly protected traffic and permitted hackers to log in as ad-
ministrators.  Because of the hackers’ clever design, it is impossible 
to determine how often they used the backdoors; they left no trace 
of malicious code and made most detection and after- action assess-
ment impossible.

One must won der why the NSA, which likely knew about the 2008 
code changes, did not intervene in 2012 or 2014.  There are several 
possibilities. The first is that the 2008 code changes  were not an in-
tended backdoor at all, and instead just a series of exceptionally un-
lucky coincidences. In this case, the NSA would have been in the dark 
from the start and unlikely to gain awareness of what Juniper or the 
hackers did. The second is that the NSA knew of the 2008 backdoor 
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and knew that in 2012 another state’s hackers had rekeyed it. In this 
case, perhaps to protect its sources and methods, the agency chose 
not to act on this knowledge by alerting Juniper or the public.

The third possibility is that the NSA did lose access to its backdoor 
with the 2012 software update but did not realize that it was due to 
the activities of other hackers. Former NSA Director Michael Hayden, 
speaking generally, indicated that the loss of access due to software 
changes is reasonably common in the world of signals intelligence. 
“Access bought with months if not years of effort can be lost with a 
casual upgrade of the targeted system, not even one designed to im-
prove defenses, but merely an administrative upgrade from some-
thing 2.0 to something 3.0,” he said.41 Cyber capabilities never last 
forever.

The fourth possibility is that many users of Juniper’s products did 
not update their software. If so, the 2008 backdoor would have con-
tinued to work against many old targets, though not new ones. If 
there was not a drop off in collection, a signals intelligence agency 
exploiting the 2008 backdoor might not have known about the  later 
changes. What ever the reason, the 2012 and 2014 backdoors re-
mained in place in updated versions of ScreenOS well into 2015.

Then, out of the blue, Juniper removed them. In late 2015, the 
com pany publicly announced that a “code review” had found “un-
authorized code” in its software and that it had removed it in a new 
emergency software update.42 This statement may have been the full 
truth. The code review may have been routine and the com pany’s se-
curity auditors may simply have found the illicit changes that  were 
previously overlooked. If so, Juniper realized that the backdoors  were 
certainly of high enough concern to warrant an immediate fix.

But the statement might also have omitted some key facts, such 
as why that par tic u lar code review was ordered. The com pany said 
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nothing about  whether it had any knowledge about what it might find 
or where to look. Perhaps the NSA eventually recognized that an-
other group of hackers had inserted a backdoor into Juniper’s sys-
tems, and it was not the only cat playing the cat- and- mouse game 
between network intruders and defenders. Such an assessment could 
have drawn on the NSA’s counterintelligence capabilities (discussed 
in Chapter 5), which potentially would have enabled the agency to 
observe other states exploiting Juniper’s products.

If indeed the NSA had discovered that foreign hackers had com-
promised Juniper, the agency might have felt an imperative to alert 
the com pany so it could issue a patch. It would be dangerous to let 
the com pany remain compromised, given its widespread presence 
inside US government networks and in the networks of many 
impor tant organ izations all over the world; one audit showed that 
of twenty- four surveyed government agencies, half of them  were 
left vulnerable for years due to the backdoor, including the Trea sury 
Department and other key entities.43

Yet prompting a patch might also cast attention on the irregulari-
ties surrounding Dual_EC and the agency’s role in them. Given that 
NSA officials  were overtly pushing for mandatory encryption back-
doors in American products at the time, a fuller discussion of how 
the backdoor in Juniper went awry could have created an unwelcome 
public relations prob lem.44 Nonetheless, despite the inevitable scru-
tiny the disclosure brought upon the agency, even its fiercest critic, 
Edward Snowden, said that the NSA likely informed Juniper of the 
compromise and prompted the fix, though he almost certainly did 
not have direct knowledge of the case.45  There has been no official 
confirmation one way or another.

Juniper’s 2015 code cleanup left a lot to be desired. It perhaps 
sheds light on what was  going on  behind the scenes and further 
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suggests that something was amiss from the start. In its emergency 
software update, the com pany removed the hardcoded password, 
closing the 2014 backdoor. The firm also changed the new Q point 
that hackers had inserted in 2012, denying access to the second cryp-
tographic backdoor. However, instead of using a verifiably random 
pro cess to pick a new value for Q, the com pany simply reverted to 
the original Q that it used in 2008— the one that had long since fallen 
under suspicion as hiding the first backdoor. Juniper did not remove 
the flawed Dual_EC code, nor did it fix the catastrophic and perhaps 
intentional bug that made the more secure ANSI generator irrele-
vant.46 It was a deeply unusual security update, one that appeared to 
leave a lot of very serious known security issues in place.

With this patch, all of the conditions for the exploitation of the 
2008 backdoor  were back in place: the unverified Q, the use of Dual_
EC, the bypassing of the secure ANSI pseudorandom number gen-
erator, and the leaking of just enough data for an eavesdropper to pre-
dict the sequence of numbers that was coming next. If it was the 
NSA that alerted Juniper and caused the 2015 fixes, the agency 
seemed to have gotten the last laugh against its adversaries: by rein-
stating the 2008 Q point and its associated software bugs, Juniper re-
instated the original backdoor.

But the agency’s victory, if it was one, was short- lived. For years, 
suspicion had continued to mount about the pro cess that led to 
Dual_EC. A major study commissioned by NIST, the standards body, 
warned the institute about the dangers of working with the NSA on 
encryption and recommended greater in de pen dence and transpar-
ency.47 It was an implicit rebuke of the Dual_EC affair. In an article 
for a mathe matics journal, a se nior NSA official called the failure to 
withdraw support for the compromised Dual_EC standard  earlier 
“regrettable.” He also wrote that the “NSA must be much more trans-
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parent in its standards work and act according to that transpar-
ency.”48 His words seem to be as close to an acknowledgment of re-
sponsibility as the famously secretive agency would ever give, but 
they  were not enough to stop  future encryption designers from mis-
trusting the NSA.49

Dual_EC was forever tainted.  After additional scrutiny from the 
cybersecurity community and bad press, in 2016 Juniper entirely 
removed the flawed pseudorandom number generator from its 
ScreenOS systems. At long last, the 2008 backdoor was finally closed 
for good, and the spy- versus- spy game over this par tic u lar bit of code 
concluded. Though other code manipulation engagements surely 
continued, this backdoor saga— which had begun so covertly and un-
folded inch by inch for years— ended with an abrupt public finale. 
Despite all the strug gle and drama,  there was no clear winner.50



FOR YEARS, THE EMAILS ARRIVED IN A TORRENT. They landed in the in-
boxes of executives and engineers, of  human resources staff and high-
ranking government officials. They appeared to come from bosses, 
colleagues, accountants, friends, and potential business partners. 
They stretched across wide swaths of Western society, reaching 
organ izations in virtually  every strategically impor tant sector of com-
merce, technology, and national defense. They often contained an 
email attachment or a link. None of the messages  were real. All of 
them  were dangerous.

While the precise launch date of China’s cyber espionage cam-
paign is uncertain, it prob ably began in earnest not long  after 2000. 
It has only grown in the de cades since. Spear- phishing— the practice 
of sending socially engineered emails in order to dupe a target into 
surrendering vital information or opening malicious code— was and 
is a common Chinese tactic. China’s hackers, spread across organ-
izations like the  People’s Liberation Army and the Ministry of State 
Security, used the technique again and again  because it worked so 
well. From the comfort of their homes and offices, they could blast 
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out thousands of emails, some more carefully crafted than  others, 
and wait to see what catch of the day came back.

Although no single book chapter can do justice to the full expanse 
of China’s multi- decade strategic espionage campaign, it is essential 
to pre sent both the depth and breadth of China’s operations. The 
Chinese  were able to go deep, thoroughly penetrating some targeted 
organ izations, stealing some of their most valuable secrets and 
gaining economic and geopo liti cal advantages as a result. At the same 
time, the hackers  were able to go broad, hitting thousands of targets, 
many of which had direct relevance to the Chinese Communist 
Party’s strategic priorities. Then- FBI Director James Comey said in 
2014 that the Chinese  were “just prolific. Their strategy seems to be: 
‘ We’ll just be everywhere all the time— and  there’s no way they 
can stop us.’ ”1

China had good reasons to undertake such an aggressive and 
multi- faceted espionage campaign. It had lagged  behind the United 
States for de cades in both business and geopo liti cal competition. Its 
commercial innovations  were inferior. Its military, though large, 
lacked the technologies that gave the United States a global advan-
tage. Its authoritarian po liti cal leaders worried about how the open-
ness of the internet might empower dissenters and  free expression. 
By spying on such a vast scale, the Chinese government could gain 
an economic advantage over Western companies, match American 
military capabilities, and better keep a stranglehold on power within 
its borders.

The Chinese hackers aimed not just to gain secrets of tactical and 
operational value, but to reshape the strategic relationship with the 
United States in their  favor. The speed, scale, and scope of their ef-
forts  were of a differ ent magnitude than the traditional espionage 
that predated the digital age. In large part, this is  because digital 
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information is much more portable than paper. For example, before 
Daniel Ellsberg, the Vietnam War whistle blower, could leak the Pen-
tagon Papers, he and his  family and friends spent more than a year 
photocopying the seven thousand pages, one at a time, racking 
up thousands of dollars in fees as they went.2 By contrast, once 
computer hackers gain access, they can often vacuum up and freely 
move similar volumes of information in hours, if not minutes.

The impact of  these operations is enormous. Eco nom ically, the 
value of the trade secrets the Chinese pilfered is likely in the hundreds 
of billions of dollars.3 Former NSA Director Keith Alexander was 
fond of saying that the Chinese operations enabled the “greatest 
transfer of wealth in history.”4 Militarily, the Chinese have developed 
and deployed several weapons systems disconcertingly similar to 
those of the United States’ counter parts, likely aided by the theft of 
designs and plans. Even worse, the capacity of United States military 
equipment to stand up to Chinese cyber attacks has been thrown into 
doubt. The Defense Science Board reports that, due to foreign 
hacking, “the cyber threat is serious and . . .  the United States cannot 
be confident that our critical Information Technology (IT) systems 
will work  under attack from a sophisticated and well- resourced op-
ponent utilizing cyber capabilities in combination with all their mil-
itary and intelligence capabilities.”5

China launched such an aggressive campaign for a reason: it does 
not have the home- field advantage that the Five Eyes enjoy. Though 
the country has more than a billion  people, it is far less optimally 
placed on the world’s data flows and its technology companies do not 
command the world’s data in the way that Google and Facebook do. 
Passive collection and corporate access serve the regime well within 
its borders, but if the government wants to learn more about what is 
happening on the other side of the  Great Firewall, it has to hack  those 
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targets proactively. Spear- phishing is often the easiest way in. For that 
reason and  others, the flood of fake messages began.

Operation Aurora

Throughout the summer and fall of 2009, hackers affiliated with the 
Chinese government sent their malicious emails and instant mes-
sages to targets all over the world, including in the United States. 
When targets opened the messages and clicked the link inside, their 
browsers brought them to a website hosted in Taiwan. That website 
contained a software exploit that the browser dutifully downloaded 
and executed. This is a method of delivering malicious code that 
cybersecurity researchers call a drive-by download.

The exploit took advantage of an unpatched vulnerability in In-
ternet Explorer, the dominant browser at the time. This malicious 
code downloaded still more malicious code from the Taiwanese web-
site, disguising it as an image to avoid raising suspicion. The addi-
tional malicious code, now established on the targeted computer, 
reached out to the hackers’ command- and- control servers, also lo-
cated in Taiwan, for further instructions. By this point,  after just a 
single click of the wrong link by the user, the Chinese hackers  were in.

This spear- phishing and drive-by download effort was part of a 
broader intrusion initiative known as Operation Aurora, a name the 
hackers appear to have used themselves. Operation Aurora stretched 
throughout American society, targeting thirty- four major compa-
nies, including Google, Microsoft, Juniper, and other firms.6 All told, 
when Operation Aurora became public in 2010, it was one of the 
most intrusive cyber espionage campaigns ever discovered.

The hackers had at least three objectives for Operation Aurora. The 
first was to spy on Chinese dissidents using American technology. 
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After its investigation, Google wrote that “we have evidence to sug-
gest that a primary goal of the attackers was accessing the Gmail ac-
counts of Chinese  human rights activists.” Google’s security systems 
seem to have been mostly successful in thwarting this Chinese ef-
fort, limiting their access to just two accounts of dissidents, and 
even for  these accounts revealing only the subject lines of the emails 
rather than the full content.7 The Financial Times reported the 
hacking of two accounts belonging to Ai Weiwei, one of the most 
noteworthy internal critics of China, especially on issues of  human 
rights and democracy.8

Google responded forcefully to this intrusion. It made public some 
details of how it had been breached— an unusual move at the time. 
It condemned the Chinese action and warned, based on its investi-
gation, that Operation Aurora might be part of a broader government 
effort to target dozens of notable dissidents all over the world. Most 
significantly, Google said it was no longer willing to work with the 
Chinese government on censoring search results inside China, effec-
tively ending its business inside the country at the time.9 For Sergey 
Brin, the Google cofounder whose  family came as refugees from the 
Soviet Union, the issue of  free expression clinched his decision: 
“Having seen the hardships that my  family endured— both while 
there and trying to leave— I certainly am particularly sensitive to the 
stifling of individual liberties.”10

But the Chinese hackers  were out to do more than just repress dis-
sent. Their second objective was to undermine the home- field ad-
vantage that so greatly benefited the United States. They wanted to 
know which targets in China the United States was surveilling 
through Google’s systems.  After hacking their way in, the Chinese 
operators began querying names on the com pany’s internal “legal-
discovery” portal. This portal managed the requests for information 
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that law enforcement made to Google for information pertaining to 
ongoing investigations; it was prob ably separate from the PRISM 
system used by the NSA. With access to the legal- discovery system, 
the Chinese could see a list that former top Justice Department of-
ficial John Carlin, who led the government’s effort to prosecute the 
hackers, described as a “who’s who” of the spies, hackers, and crim-
inals known to the United States.11 By hacking Google, China could 
check to see if the United States was using American technology 
companies to watch the activities of suspected Chinese intelligence 
officers and their assets.

A third motive for the Chinese operation against American tech-
nology firms was that the hackers wanted access to  those companies’ 
secrets— starting with their source code. Code is itself a valuable form 
of intellectual property, often highly coveted by foreign governments 
and their favored state- owned enterprises. The source code of the 
companies Operation Aurora targeted would have been of enormous 
value to their Chinese competitors trying to gain an edge in the global 
marketplace.

But knowing the secrets of the source code benefits more than just 
rival product development. Having  actual code to study makes it 
easier to find software vulnerabilities and write software exploits to 
take advantage of them. Discovering and exploiting software vulner-
abilities is vitally impor tant to cyber operations. Without  these ex-
ploits, including the one Operation Aurora’s perpetrators used 
against Internet Explorer, cyber espionage and attack become a lot 
harder. Having hacked popu lar American companies, the Chinese 
were better positioned to write exploits and hack the companies’ cus-
tomers around the world.

Also prized as corporate secrets are signing certificates,  those 
cryptographically complex markers that verify that a par tic u lar piece 
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of code came from a known source, such as Google, and can thus be 
trusted. Advanced cyber operations like Stuxnet, described in 
Chapter 6, have stolen signing certificates in order to impersonate 
the code of other companies and avoid detection. Based on searches 
the Chinese hackers  were  running once they gained access to 
Google’s network, it appears they  were attempting a similar trick, 
though it is not clear that they  were successful.12

One last temptation might have motivated the hackers: with ac-
cess to a com pany’s secrets, especially source code and software 
development systems, they could manipulate its products. As the last 
chapter showed, sometimes  these illegitimate modifications can be 
made subtly enough to avoid detection. This is not easy, since em-
ployees of the com pany continuously review and edit the code, but 
the Juniper case shows that it has occurred at least twice. If hackers 
can get their source code changes to stick, the capabilities they en-
able  will persist into the final binary code versions that the com pany 
ships out to customers all over the world.  There is no evidence that 
the Chinese used their access to change any American companies’ 
source code during Operation Aurora, but it is impossible to know.13

Unit 61398

One of the remarkable  things about modern cyber operations is how 
observable they can be, given the right visibility. Governments can 
track what other governments are  doing, as the next chapter  will 
show. By the beginning of 2013, the United States intelligence com-
munity had uncovered key components of Chinese hacking. But 
American policymakers faced a quandary: how much should they 
say? The government could reveal what it knew about the hackers’ 
motivations, techniques, and targets.  Doing so would potentially im-
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prove the cybersecurity of American businesses and make it harder 
for the Chinese to operate, but it would also alert the Chinese that 
the United States intelligence agencies  were tracking their hackers. 
For years, US officials thus said  little in public about Chinese opera-
tions, just as the CIA and KGB largely stayed out of public view 
during the Cold War. Counterintelligence is best kept to the shadows.

The cybersecurity industry is more open. Private- sector compa-
nies, many of which employ  people who previously served in the in-
telligence community, also track foreign hackers and defend their 
clients against intrusions. Unlike the intelligence community,  these 
companies have some incentive to be public about what they know, 
especially if they can garner media attention. As a result, published 
reports from the private- sector cybersecurity community are among 
the best and most detailed sources of analy sis of what government 
hackers are  doing in their expensive and top- secret programs.

These private- sector cybersecurity researchers earned high praise 
from General Paul Nakasone, head of the NSA and director of Cyber 
Command. “They have global presence and the ability to collect an 
enormous amount of information,” he said in 2019. “They have strong 
analytic capabilities. The products they produce often rival what we 
see being done by the intelligence community.”14 While some  things 
remain out of view, the dynamic is striking; imagine if, during the 
Cold War, the private sector had seen an opportunity to profit by 
finding clandestine nuclear weapons programs and exposing them 
for the world to see.

The beginning of high- profile private- sector reporting on 
government-backed cyber operations can be traced back to a pre-
cise date: February 19, 2013. That was the day that a firm called Man-
diant released its detailed account of the activity of a Chinese 
hacking group it named Advanced Per sis tent Threat 1, or APT1. 
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While other private- sector companies had published reports on for-
eign hackers before, Mandiant’s revelations provided much more 
detail and received widespread media attention, including a front-
page story in the New York Times. In one fell swoop, the com pany 
put geopo liti cally motivated hacking in a spotlight, to which it would 
return again and again in years to follow.

Most significantly, Mandiant began its sixty- page report by iden-
tifying the group’s military origins and sponsors. The com pany, 
having watched the hackers for years, concluded that they came from 
Unit 61398, a part of the Second Bureau of the Third Department of 
the  People’s Liberation Army (PLA) of China. The report even in-
cluded pictures of the building the Chinese hackers used as their base 
of operations.15 It was a watershed moment, one of the first times the 
public learned the identities of foreign hackers.

APT1’s ambition was staggering. While Operation Aurora showed 
the depth to which one group of Chinese hackers could go, the APT1 
report revealed the breadth of Unit 61398’s efforts. It showed how 
they had, in the previous seven years, penetrated at least 141 of Man-
diant’s clients. To achieve this, the hackers had maintained a fre-
netic pace, sometimes breaching as many as seventeen new organ-
izations in a single month.16 But APT1’s hackers did not move away 
from their victims quickly. Once they gained access, they often lurked 
for months or years, averaging almost one year before they left or 
were kicked out— a figure that, Mandiant carefully noted, was likely 
to be an underestimate.17 In one case, the hackers maintained their 
access to a target for more than four years.

The victims  were primarily Western companies, organ izations, 
and government agencies. En glish proficiency was a requirement for 
the hackers in Unit 61398, Mandiant reported, and 115 of the 141 
breached targets  were located in the United States. APT1 claimed 
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victims in twenty industries, including information technology,  legal 
ser vices, manufacturing, telecommunications, and aerospace, as well 
as in government agencies and nonprofit organ izations. But APT1 
was not hacking at random; Mandiant noted that the intrusions  were 
weighted heavi ly to some of the strategic priorities listed in the Chi-
nese government’s then- current five- year plan, a clear sign of the 
geopo liti cal aims that underpinned the hacking campaign.18

APT1’s hackers chose targets for their secrets. During their long 
operations, they gathered enormous quantities of information from 
the organ izations they compromised. They took product designs, test 
results, manuals, simulations, manufacturing pro cesses, business 
plans, negotiating positions, pricing information, corporate merger 
files, plans for joint ventures, policy documents, meeting minutes, 
emails from se nior executives, and user passwords— basically any-
thing that might be useful to the Chinese state.19 In some cases, 
APT1 gathered terabytes of data from its victims, vacuuming up en-
tire repositories of private files.

In most cases, APT1 followed a  simple pattern, one that hackers 
of all stripes use over and over again.  After some basic reconnais-
sance, hackers established an initial presence in the target network, 
often by spear- phishing. Some recipients of  these emails  were aware 
of spear- phishing risks and responded to the lure asking if it was safe 
to open the attachment or click the link. The APT1 hackers wrote 
back and reassured them that it was.

Once inside the target network, they established a mechanism to 
communicate with their malicious code. To avoid detection by net-
work defenders, they often tried to disguise the instructions to their 
malicious code and the data they received from it as ordinary web 
traffic. Once this command-and-control mechanism was set up, they 
moved laterally within the penetrated network, stealing employee 
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passwords and getting access to still more computers and servers 
and the information they contained. They also took steps to make it 
hard for defenders to root them out, such as gaining access to com-
pany Virtual Private Networks and installing malicious software 
throughout the networks they compromised. APT1’s objective was 
years of uninterrupted spying on its targets, all in ser vice of China’s 
geopo liti cal goals.20

Some of the targeted firms did large amounts of business in China, 
including deals announced with  great fanfare. For example, on 
July 24, 2007, the CEO of Westing house Electric Com pany entered 
China’s  Great Hall of the  People in Beijing ready to sign a multi-
billion- dollar agreement committing his com pany to a deal with 
Chinese state- owned enterprises.21 At the time, Westing house was 
the world’s leading nuclear power firm, responsible for half the 
globe’s nuclear power plants. Its AP1000 nuclear reactor was a well-
known model that the com pany had spent fifteen years designing; 
in China, Westing house would build four of them. The two sides had 
negotiated for more than two years and the July agreement repre-
sented a significant milestone: while some provisions would be left 
for  later discussion, the major parts of the deal  were done.

But even as the partnership unfolded, APT1 began hacking the 
com pany. On numerous occasions, they targeted Westing house’s 
computers and servers. Among other  things, they stole information 
on the design and construction of the AP1000 nuclear plant, sparing 
the Chinese com pany the effort of  doing its own research and devel-
opment. As Westing house continued to negotiate with its Chinese 
counter parts on the contract and on other potential business in 2010, 
APT1’s hackers gained access to the internal deliberations, better po-
sitioning the Chinese in the talks. All told, APT1 pilfered around 
seven hundred thousand pages of emails and other documents from 
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Westing house.22 In 2017, in part due to increased Chinese competi-
tion and in part due to other  factors, Westing house declared bank-
ruptcy, ceding market leadership for the construction of nuclear 
power plants to Chinese firms.23

APT1’s intrusions accompanied many other Chinese joint ven-
tures, negotiations, and litigations. SolarWorld, a com pany that 
makes photovoltaic products such as roof panels, provides another 
example. In 2012, SolarWorld petitioned the United States Depart-
ment of Commerce  because Chinese competitors receiving unfair 
subsidies from their government  were able to undercut its pricing in 
the United States.  After preliminary Commerce decisions ruled 
against the Chinese firms, APT1’s hackers penetrated SolarWorld, 
stealing thousands of executive emails, proprietary financial informa-
tion, intellectual property related to the manufacture of solar panels, 
attorney- client communications, and private filings submitted to the 
United States government. In short, the hackers worked to give the 
Chinese companies an unwarranted competitive edge against their 
American counterpart, both in the ongoing  legal dispute and in the 
marketplace.24

A similar story played out with US Steel, the legendary American 
com pany formed by J.P. Morgan. The com pany, which was the first 
ever to reach a billion- dollar valuation, strug gled against Chinese 
competition strengthened by Chinese government subsidies. In 
2010, US Steel began fighting Chinese trade practices, alleging that 
its Chinese competitors received unfair subsidies, a claim that was 
later found to be credible. In response, APT1 hackers sent a barrage 
of forty- nine spear- phishing emails laced with malicious code to 
vari ous employees, eventually gaining access to vulnerable com-
puters and servers within the com pany and accessing its internal 
files.25
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Even  unions found themselves on APT1’s target list. United 
Steelworkers, a  union representing around one million active and 
retired members, fiercely opposes Chinese trade practices that help 
Chinese steel products undercut American ones. Beginning in 
2010, APT1’s hackers carried out an extensive campaign against 
the group, gaining access to internal emails and files that reflected 
the  union leaders’ debate about strategy. At key moments when the 
union’s anti- China activity increased, such as during World Trade 
Organ ization proceedings or Congressional lobbying efforts, APT1’s 
hackers gathered information about its plans and activities. As 
the  union prepared to argue against increasing reliance on Chi-
nese goods, the Chinese government and firms used hacking to 
anticipate the  union’s claims and advance their own arguments 
instead.26

Years  after  these operations began, and more than a year  after 
Mandiant’s seminal report, the US government was ready to hit back. 
After lengthy internal debates and proceedings, the Department of 
Justice indicted five members of APT1.27 Its investigation confirmed 
much of Mandiant’s reporting regarding the activities of PLA Unit 
61398. To add to the drama, American officials made  giant, wild-
west- style “wanted” posters with the  faces and names of the five in-
dicted hackers. Officials challenged the Chinese government to back 
up its thin denials of responsibility.

But the Chinese hackers  were out of reach. They and their com-
patriots could continue to hack with abandon, safely ensconced 
within China and protected by the state. While the United States 
made a habit of indicting foreign hackers  after the APT1 case, most 
of them easily evaded arrest. Many indictments seemed like no more 
than detailed press releases, noteworthy for how much information 
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they contained but ultimately insufficient as a tool of statecraft. One 
case, however, was an early exception, and it revealed yet another 
aspect to the Chinese hacking campaign.

Hacking for Military Advantage

In 2012, it seems, the NSA’s signals intelligence apparatus picked up 
a series of emails among three Chinese nationals. Two of them  were 
military hackers in China. The third was a late- forties businessman in 
Canada named Su Bin, who supervised the British Columbia office of 
an aviation com pany called Lode- Tech. Lode- Tech’s business was to 
track global aerospace technology developments for its clients; Su 
Bin’s mission was to track American military aerospace developments 
for China. He used his knowledge of the industry, aviation, and 
En glish to guide the Chinese hackers  toward the most valuable targets.

It appears the NSA gave Su Bin’s emails to the FBI, which assigned 
agents to the case.28 The FBI investigation found that Su Bin and his 
military counter parts had been spying on United States airplane de-
velopments for years, beginning in 2009.29 Their method of opera-
tion was  simple. Su Bin would figure out which companies  were 
working on aircraft proj ects of importance. He would then inform 
the Chinese hackers, who would use spear- phishing to gain access 
to executives’ emails and companies’ networks. The hackers would 
copy large lists of files from within the compromised corporate net-
works, and Su Bin would carefully study  these lists and determine 
which files  were impor tant. Using this technique, the hackers ac-
cessed massive amounts of information. In one case, the printed list 
of just the file names— not even of the files themselves— stretched to 
six thousand pages of text.
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Su Bin knew what to look for: the secret designs of some of the 
United States’ most impor tant military aircraft. One of the targets in 
his sights was the C-17, Boeing’s  giant cargo plane that the US Air 
Force uses in a wide variety of missions. Su Bin went through the 
thousands of file names the hackers provided to find the ones shed-
ding the most light on the C-17’s design, maintenance, and opera-
tional requirements. He directed the hackers to thousands of pages 
of secrets that  were of enormous benefit to China in its own devel-
opment of a similar cargo plane.

After one breach, Su Bin combed through a 137- page list of files 
to find the two thousand files most useful to China. The effect was 
im mense. John Carlin, the se nior Justice Department official who 
managed the case,  later wrote that “thanks to Su Bin, the Chinese 
were able to develop, build, and deploy their own copy, in barely a 
third of the time it had taken the United States to design, test, and 
build the original C-17.” Su Bin himself bragged about his efforts, 
claiming to have taken a total of 630,000 files related to the C-17. 
“We safely, smoothly accomplished the entrusted mission in one 
year,” he wrote, “making impor tant contributions to our national 
defense scientific research development and receiving unan i mous 
favorable comments.”30 Su Bin’s self- congratulation aside, China’s 
success was undeniable. At a November 2014 air show, China’s mili-
tary parked its C-17 knockoff, the Xi’an Y-20, right next to the 
American original. It was a stunning visual symbol of what hacking 
can do.

The C-17 was not the only target. Su Bin and his hacker colleagues 
also set their sights on other power ful planes in the American arsenal. 
This included the F-22, a fighter jet optimized for air- to- air dog-
fighting, as well as the F-35, the Joint Strike Fighter that was the 
most expensive airplane proj ect in history. Once more, Carlin and 
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others made clear the value of this sort of espionage: “The thefts  were 
critical to helping the Chinese understand— and copy— Amer i ca’s 
most advanced fighter plane.”31 With each hack by Su Bin’s team, 
China was working to close the technological gap and undermine 
American military supremacy. The total cost of the team’s effort was 
only one million dollars. Given the multibillion- dollar price tag of the 
systems in play, it returned much more than that in value.

The Chinese wanted to shift the ground beneath the Americans’ 
feet, avoiding detection and quietly stealing valuable information. Se-
crecy was essential. Su Bin and his team devised elaborate protocols 
to obscure their operations. They disguised the data before they 
copied it out of the defense contractor systems to avoid setting off 
internal alarms. To throw any investigators off the scent, they set up 
a series of servers around the world through which they routed the 
files. Each time they exfiltrated data, they moved it through three dif-
fer ent foreign countries, always choosing at least one that was not 
an ally of the United States, so that intelligence investigations would 
be hindered. The stolen secrets’ last digital stop was Hong Kong or 
Macau, where Chinese officers picked up the digital files in person 
and brought them back to mainland China.32

Su Bin’s case is remarkable  because, unlike most Chinese hackers, 
he was living in Canada and thus within the reach of Five Eyes’ law 
enforcement. He was arrested in 2014 and eventually extradited. In 
2016, he pled guilty and was sentenced to forty- six months in prison 
in the United States. It was a success for the United States Justice 
Department, as it marked one of  those rare cases in which a hacker 
working for a foreign military was held responsible and faced 
legal consequences. Talking to a Washington Post reporter, Carlin 
basked in the victory: “ There are some who say, ‘You’ll never catch 
anyone.’ . . .  Well, we have caught someone.”33
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Yet, the exceptional outcome of the Su Bin case also highlights the 
many, many other Chinese hackers and spies who have accessed 
American military secrets and evaded justice. Based on leaked doc-
uments and other reporting, it is pos si ble to assem ble a partial list 
of successful Chinese operations of this sort. Even with many oper-
ations likely out of sight, a survey of the available information show-
cases an extensive Chinese hacking campaign that reaches into nearly 
every part of the American military enterprise.

Drawing on leaked classified documents, the Washington Post re-
ported that Chinese hackers stole key files relating to missile de-
fense including “the advanced Patriot missile system, . . .  an Army 
system for shooting down ballistic missiles, . . .  and the Navy’s Aegis 
ballistic- missile defense system.” The hackers also gathered informa-
tion on planes, he li cop ters, and ships, including “the F/A-18 fighter 
jet, the V-22 Osprey, the Black Hawk he li cop ter and the Navy’s new 
Littoral Combat Ship, which is designed to patrol  waters close to 
shore.”34  These  were the weapons on which the United States would 
rely in a fight with China, and their vulnerabilities  were now exposed 
for China to study.35

Internal NSA documents provide still more insight. They reveal 
the existence of more than a dozen distinct Chinese hacking groups 
that sought to learn not just about the technology of the United States 
military but also about its operational plans. Many hacking efforts 
were made against Pacific Command, the part of the United States 
military that would be directly involved in any war with China. Chi-
nese hackers also extensively targeted se nior Defense Department 
officials, with some success, likely seeking to understand their pri-
orities in Asia and their contingency plans for a military conflict.36

The NSA documents also provide an overall accounting of the 
extent of the Chinese campaign up to 2012—an onslaught that, with 
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a few exceptions, also seems to have continued since then. The 
NSA concluded that the Chinese had caused at least thirty thou-
sand “hacking incidents” in the Department of Defense, at least five 
hundred of which counted as “significant intrusions.” They copied 
around fifty terabytes of data, equivalent to around five times the 
amount of information in the books of the Library of Congress. 
They gained access to tens of thousands of military users’ passwords 
and tens of thousands of personnel rec ords, including  those of 
generals and other se nior leaders; in cases where officials reused 
their work passwords for personal email accounts, the hackers 
could have had even more access. As ever, the Chinese sought to 
understand and possibly copy key military technologies, especially 
planes and space- based capabilities. The hackers also focused 
on discovering the logistical operations that enabled the United 
States military to function, such as aerial refueling missions in the 
Pacific.37

It seemed that the Chinese, in line with their military doctrine, 
were working to thwart the United States’ ability to mobilize for 
war. Chinese hackers breached a large number of the contractors 
and civilian organ izations serving the US military’s Transportation 
Command, which is responsible for getting troops and weapons in 
position for  battle. In just one fourteen- month period, the hackers 
made more than twenty successful intrusions into Transportation 
Command partners. Time and time again, the Chinese hackers used 
spear- phishing to gain access to  these targets.38 For their part, the US 
government and hacked organ izations  were slow to respond, often 
failing to detect the breaches and, even when they did, failing to no-
tify intelligence and law enforcement officers.39 It was a failure of 
cybersecurity and coordination that the Chinese  were only too happy 
to exploit again and again.
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Spying On Every one

One final set of intrusions, showing both the breadth and the depth 
of the Chinese strategic espionage campaign, was directed against 
targets with gigantic databases. Perhaps the most notable example 
was a breach of the Office of Personnel Management, or OPM— the 
part of the United States government that stores large amounts of in-
formation on current and former employees. The same group of 
Chinese hackers penetrated OPM’s systems in the spring of 2015, 
taking advantage of the office’s poor cybersecurity practices.40

Though the exact method of entry is not known, it seems likely that 
the Chinese used their tried- and- true technique of spear- phishing to 
acquire the passwords of an OPM contractor. From  there, they went 
on to access vast amounts of stored data.

Once inside, the Chinese set their sights on the information of 
most importance to them: the personnel rec ords of government em-
ployees. Included in  these files  were not just Americans’ social se-
curity numbers and other personal identifiers, but also their answers 
to questions on a form known as SF-86, a legendarily complex ques-
tionnaire that pries deeply into employees’ personal lives. Govern-
ment investigators determining employees’ eligibility for security 
clearances use the form to collect information on such personal 
matters as debts, divorces, affairs, medical treatments, foreign travel, 
job history, salary history, addresses,  family members, and more.

The Chinese wanted to know all this information, too. They got 
their wish by breaching OPM, acquiring intimate details on almost 
twenty million Americans, including every one for whom OPM had 
pro cessed a background check in the previous fifteen years, as well 
as some friends and spouses of government employees. For good 
mea sure, the Chinese also vacuumed up biometric information, in-
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cluding more than 5.6 million sets of fingerprints of government em-
ployees.41 The United States government had gone to the trou ble of 
gathering and organ izing all this private data on Americans but had 
not secured it nearly well enough. The Chinese took easy advantage.

It is hard to know what happened to the data once it made its way 
to China but, safe to say, from the American vantage point, it was 
nothing good. In the words of former FBI Director James Comey, it 
was “a very big deal from a national security perspective and from a 
counterintelligence perspective. It’s a trea sure trove of information 
about every body who has worked for, tried to work for, or works for 
the United States government.” What worried Comey in par tic u lar 
was the amount of detail the files gave foreign spies to exploit: “Just 
imagine you are an intelligence ser vice and you had that data.”42

A savvy intelligence ser vice could do a lot with this trove of pil-
fered information. Most obviously, spies could identify American 
government workers with clearances who might be susceptible to 
blackmail for their affairs or other activities. The security clearance 
files would also reveal  those American federal workers in par tic u lar 
economic straits or perhaps experiencing the kind of stress that has 
in the past caused individuals to betray their country by selling 
secrets.

Maybe most significantly, the data could be used to identify Amer-
ican spies abroad. The base of one of the largest CIA stations in the 
world is the American embassy in Beijing. Since State Department 
employees  were included in the OPM database but CIA employees 
were not, Americans who  were posted in Beijing as “diplomats” but 
did not appear in the trove prob ably  were of  great interest to the Chi-
nese intelligence ser vices. Likewise, the biometric data made it 
harder for  those in the database to operate  under an alias.  After the 
breach, one se nior intelligence official quoted in the New York Times 
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bemoaned this fact: “I am assuming  there  will be  people we simply 
can’t send to China.”43 Then- Director of National Intelligence James 
Clapper offered his own grim remark: “ You’ve got to salute the Chi-
nese for what they did.” The comment highlighted that such data 
breaches are endemic to modern international competition. “If we 
had the opportunity to do the same  thing,” Clapper added, “we’d 
prob ably do it.”44

Perhaps what was most remarkable about the Chinese intrusion 
into OPM, however, was that it was only one part of a much larger 
effort to assem ble information on tens of millions of Americans. At 
the time of the breach, one se nior United States government official 
told the Washington Post that the Chinese had a “strategic plan” to 
carry out this kind of massive data collection through hacking.45 It 
was another sign of the times: in the era of cyber operations, it is pos-
si ble to scoop up im mense quantities of data, including information 
on millions of individuals who have no connection to international 
espionage, and then sift the haul for the insights that lie within.

Other Chinese operations showcase the extent of this ambition. 
From at least early December 2014 to the end of January 2015, a 
group of what appear to have been Chinese hackers gained access to 
critical databases within the health insurance com pany Anthem, the 
second- largest insurer in the United States. The hackers gained ac-
cess to information on almost eighty million Americans, including 
their social security numbers, addresses, phone numbers, emails, in-
come, and job history.46 In May 2014, Chinese hackers targeted Pre-
mera Blue Cross, a major healthcare provider, and gained access to 
its database of eleven million customers. The com pany did not dis-
cover the breach  until January 2015. In addition to the usual haul of 
personally identifiable information, the hackers also gained access to 
patients’ clinical rec ords and medical histories.47 In February 2015, 
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the FBI privately warned companies about ongoing Chinese efforts 
to compromise government and commercial networks.48

The biggest prize of all was perhaps the least flashy: the data from 
credit monitoring bureaus. To help financial institutions approve or 
reject loans and credit cards,  these companies keep tabs on virtually 
all adult Americans. In 2015, Equifax, one of the largest monitoring 
firms, alerted the FBI and CIA  because it believed employees had 
given reams of proprietary data to the Chinese.49 In May 2017, the 
firm suffered a devastating hack, which it did not discover  until July. 
The hackers accessed private data that Equifax stored on more than 
145 million Americans, including intimate details of their financial 
histories.50

While the attribution to Chinese hackers is not conclusive,  there 
is strong suggestion that the hack originated with a state interested 
in gathering large amounts of data on Americans, rather than with a 
non- state criminal actor. Even more than two years  after the breach, 
there is no indication the data has appeared on criminal forums or 
for sale online. The secrets, like the files from so many Chinese op-
erations that came before, simply vanished.51
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Counterintelligence

IN 1934, HIROSHI ŌSHIMA, then a col o nel in the Japa nese Army, be-
came the military attaché to Adolf Hitler’s government in Berlin. 
He  rose quickly, aided by his near- perfect German, formal military 
style, and affinity with the se nior members of the Nazi party. Within 
four years he earned the rank of lieutenant general and was named 
Japan’s ambassador to Germany. When the Japa nese government 
briefly called him back home, the Nazis insisted that he return, which 
he did in early 1941. Their demand reflected the fact that he was, as 
one historian puts it, “more Nazi than the Nazis.”1

Ōshima’s military training had taught him to keep meticulous 
notes and write detailed reports. His access to the high command of 
the Nazi regime, including as a personal confidant of Hitler himself, 
allowed him to fill his files with uncommon levels of observation and 
analy sis. He became an unparalleled source of insight for his Japa-
nese superiors on what was happening in Germany.

Whenever Ōshima drafted a message with an update on Nazi lead-
ership activities and intentions, Japa nese staff in Berlin radioed it 
back to Tokyo. To guard against interception, they encrypted the 
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messages with a cipher known to the Allies as PURPLE, which de-
pended on modified Enigma machines to work. Much of the Japa-
nese high command considered it unbreakable.

These Japa nese leaders  were wrong. Just as the Allies considered 
it imperative to break the Nazis’ Enigma encryption, they also made 
it a priority to crack PURPLE.  After a  great deal of hard mathemat-
ical work and the discovery of several impor tant vulnerabilities in the 
cryptographic design, the code- breakers succeeded.2 This enabled 
them to decrypt and read Ōshima’s dispatches, which numbered in 
the hundreds. Even if he was not on the Allies’ side— indeed,  because
he was not on the Allies’ side—he was positioned as well as any  human 
asset could be. The Allies so prized his insights into German leader-
ship and decision- making that General George Marshall, the chief of 
staff of the Army, identified him as “our main basis of information 
regarding Hitler’s intentions in Eu rope.”3 Ōshima, a defender of the 
Axis Powers and a warrior- diplomat to his core, died in 1975. He al-
most certainly had no knowledge of the role he unwittingly played 
in the Allies’ victory in the Eu ro pean theater.4

This is the power of counterintelligence. While the discipline is 
often seen as defensive, the Ōshima case and  others like it offer re-
minders that the most power ful counterintelligence missions are 
proactive. Traditional spying focuses on stealing po liti cal, military, 
and economic secrets, but counterintelligence goes further, pene-
trating an adversary’s intelligence ser vice to find out what it knows 
and how it knows it. The American spymaster Allen Dulles, who 
headed the Central Intelligence Agency in the early years of the Cold 
War, ordered his officers to compromise the sources, methods, 
people, and codes of foreign intelligence services— and that mission 
continues.5 Achieving it requires intrusive and aggressive collection. 
It also necessitates spying broadly, since sometimes the best source 
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of information on a foreign intelligence ser vice is in another state 
entirely.

Just as cyber operations increase the power of other kinds of co-
vert action, they supercharge counterintelligence efforts. It makes 
sense: robbers steal from banks  because that is where the money is, 
and spies steal from other spies’ computers  because that is where the 
secrets are. Sometimes the best way to repel or mislead an adversary 
is to spy first and spy better. Paul Nakasone, director of the NSA and 
commander of Cyber Command, acknowledged as much in 2019. “If 
we find ourselves defending inside our own networks,” he said, “we 
have lost the initiative and the advantage.”6

Advanced cyber operations targeting a foreign intelligence ser vice 
can reveal the plans and intentions of an adversary’s spies. They can 
uncover the other side’s sources and methods, rendering  those 
hacking techniques in effec tive and easy to detect all over the world. 
Maybe most significantly, hackers can exploit the hard- won access 
and insight that another intelligence agency spent years of pains-
taking effort to gain for itself. This sort of collection can sometimes 
go undetected and be operative for years, yielding reams of valuable 
intelligence— and the target, like Ōshima, might never know.

Hacking the Hackers

As discussed in Chapter 4, the Chinese aimed an im mense number 
of hacking efforts at a wide range of American targets in the late 
2000s. United States intelligence agencies eventually code- named the 
campaign BYZANTINE HADES. Within this series of intrusions, the 
agencies also identified several subgroupings likely corresponding to 
differ ent teams of hackers, one of which they named BYZANTINE 
CANDOR. The Chinese hackers in this subgroup focused primarily 
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on breaking into the United States Department of Defense, while also 
spying on economic transactions of geopo liti cal interest, such as 
oil deals.7

BYZANTINE CANDOR proved to be an effective hacking group. 
Like so many  others, it usually employed spear- phishing as its method 
of entry. When the target, often a United States government official, 
opened the message, the hackers’ malicious code would deploy and 
grant the hackers remote access to the target’s system. The hackers 
would then move throughout the target network, sometimes using 
additional malicious code or stolen passwords to gain access to more 
machines. They would then find secrets of interest and send them 
back to China.

The hackers took precautions to mask their identities. They first 
hacked the computers of innocent third parties.  These computers, 
which cybersecurity researchers call hop points, had  little intelli-
gence value but  were easy to compromise. Once the hackers had 
control of the hop points, they routed their operations through them, 
obscuring the source of the activity. In just one eight- week period 
in the summer of 2009, the Chinese hackers sent their malicious com-
munications through more than 350 of  these hop points spread all 
over the world, but primarily in the United States.8

The Chinese hackers also took steps to hide the instructions they 
sent to their malicious code on infected computers. In one neat trick, 
the group used automated posts on obscure Facebook pages to send 
commands to and from machines all over the world. Once it landed 
on a target, the malicious code posted a prearranged message— which 
looked like indecipherable nonsense—on a specific Facebook page. 
The Chinese hackers then read the message and replied to it with 
their own seemingly nonsensical reply, which their malicious code 
knew how to translate into commands.  Unless someone knew to look 
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at  these specific pages in advance and could tell what each message 
meant, it was nearly impossible to observe or stop the malicious 
code’s remote control.

Faced with such hard- to- spot threats, NSA analysts realized they 
had to be proactive. They recognized that the basic forms of cyber 
defense that took place within the United States’ own computer 
networks— including software updating, antivirus scanning, and net-
work security monitoring— were necessary but insufficient against 
sophisticated hackers. To defend against nimbler adversaries, it was 
also necessary to take the initiative. Defenders sometimes had to ven-
ture out from their own networks into a more active posture. For 
better cybersecurity, the NSA realized, it was best to hack the hackers.

The NSA Threat Operations Center, an organ ization tasked with 
helping to defend American military networks, de cided to look for 
opportunities to do just that. The group reached out to the elite of-
fensive unit within the NSA then known as Tailored Access Opera-
tions, or TAO. TAO’s specialty is hacking foreign targets, especially 
the ones that are hardest to breach. The request from the NSA’s net-
work defenders was straightforward: could TAO hack the hackers 
who had hacked the Department of Defense? And by  doing so, could 
they find intelligence that would make it easier for the cyber de-
fenders to block  future intrusions?

TAO’s answer was yes. In their subsequent effort, called AR-
ROWECLIPSE, the NSA’s hackers began with the hop points the 
Chinese used to hide their identity. Most of the computers hacked 
by the Chinese  were within the United States and owned by Ameri-
cans, and targeting them would raise  legal complexities for the NSA. 
But some of the machines  were located overseas, and TAO targeted 
these foreign hop points with success. The unit stealthily placed its 
malicious code on  these machines, right alongside the Chinese code.
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From this intermediate vantage point, the team at TAO sat back 
and observed as a wealth of useful information passed by. They 
watched as the Chinese conducted vulnerability scans and looked for 
new targets. They spotted Chinese misdirection efforts using email 
account masquerades and spear- phishing in action. The Chinese 
hackers  were sloppy at times, demonstrating a lack of discipline and 
operational security. From the same hop points they used for espio-
nage efforts, they sometimes logged into personal email accounts, 
checked stock portfolios, and watched pornography. TAO quietly 
kept tabs on them all the while.

Once again, the situation highlights the absurd cat- and- cat- and-
mouse game endemic to modern cyber operations. The Chinese had 
hacked computers from which they hacked American targets. In their 
own operation, the NSA found and hacked  those same computers 
to spy on the Chinese effort. The regular  people who owned the 
computers likely had no idea anything out of the ordinary was 
happening.

But TAO was not done. By targeting a wide range of hop points, 
the unit could determine the IP addresses from which the Chinese 
communicated with  those points. Yet the Chinese changed their IP 
addresses regularly, trying to disguise even their communications 
with their own hop points.  These constant changes in virtual loca-
tion made them harder to identify and target, despite TAO’s ad-
vanced hacking tools. The Chinese hackers’ computers thus seemed 
tantalizingly out of reach, to the NSA’s  great frustration. Another 
round of proactive mea sures would be necessary to gain a counter-
intelligence edge.

TAO de cided to hack the internet ser vice provider that fur-
nished the Chinese operators with connectivity. This was a large-
scale operation, since the provider likely served many thousands 
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of customers. TAO was in pursuit of the Chinese hackers who used 
the provider to communicate with the hop points. By compromising 
the provider’s  giant internet routers, as well as its customer and 
billing rec ords, TAO got a clear picture of which IP addresses the 
provider assigned to which computers at which times. The NSA 
unit could then link specific Chinese espionage activities to indi-
vidual user and customer accounts. This move exposed new sources 
of evidence on the hackers and pointed to a clear conclusion: the 
hackers  behind BYZANTINE CANDOR hailed from the Third De-
partment of the Chinese PLA.

By now, TAO had the upper hand in this operation. The unit had 
observed the PLA’s espionage activities, had hacked the organ ization 
that provided them with internet connections, and had substantiated 
who was carry ing out the Chinese efforts. Even as the PLA gener-
ated new hop points, TAO had such good access and insight into the 
PLA’s efforts that it could identify the new computers fairly easily. 
But why stop  there? Instead of observing from hop points and 
watching from the PLA’s internet provider, TAO could go further. 
The NSA’s hackers could, at long last, target the  actual computers 
owned by the hackers in this part of the PLA.

TAO employed something called a man- in- the- middle operation. 
This requires access to the target’s internet traffic, access that TAO’s 
hacking efforts had gained with their penetration of China’s hacking 
infrastructure. From this privileged vantage point, the NSA’s hackers 
could intercept and sometimes manipulate the PLA’s data as it moved 
from its source to its destination and back again.9 Using this access, 
TAO appears to have added some secret malicious code to the PLA’s 
normal internet traffic, hacking the computers from which the Chi-
nese carried out their operations.
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With this trick, TAO reached five computers tied to known PLA 
hacking accounts, as well as additional computers not linked to any 
previously known hacking activity. TAO found a large amount of in-
formation on the computers, but much of it was relatively useless 
for counterintelligence purposes. They stumbled upon old  family 
photos and pet pictures that the PLA hackers had saved to their ma-
chines. Other pieces of data, such as images of the PLA officers in 
uniform,  were more in ter est ing, though not directly related to the 
NSA’s cyber defense effort.

Toward the end of October 2009, TAO caught a big break. The 
unit managed to hack the computer associated with the operational 
leader of this par tic u lar PLA hacking effort. The hack gave the NSA’s 
unit much greater insight into the PLA’s operation and the  people 
who  were carry ing it out. TAO conducted a series of additional 
hacking operations against the PLA’s machines. This included efforts 
against the home computer of at least one of the Chinese hackers. 
After many months of work, the NSA’s counterintelligence effort had 
at last thoroughly penetrated its counterpart.

The payoff was big. Through this proactive operation, TAO gained 
insight into the PLA’s activities against the United States govern-
ment, defense contractors, foreign governments, and more. TAO 
could see where the PLA had been and gained access to the data of 
Chinese hacking victims. American analysts  were also able to deter-
mine which targets the PLA was considering hacking next, since the 
PLA had stockpiled biographical information on  these individuals, 
including White House officials. Maybe best of all, TAO’s hack re-
vealed information on Chinese hacking tools, including the exploits 
the PLA used to gain access to victim machines.10 The NSA inte-
grated this intelligence into its effort to defend American networks, 
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including into a program known as TUTELAGE that attempted to 
learn of and block adversaries’ hacking efforts before they made 
entry to their target networks.11

With BYZANTINE CANDOR, the NSA’s boldness had paid off. 
The agency had leapt out of a defensive posture and seized the ini-
tiative. The intelligence gained from this and similar efforts proved 
to be useful in defending the United States against  future PLA op-
erations. When the PLA launched a subsequent intrusion attempt, 
the United States was able to block it. At least for this round, the 
Americans had won.

This was just one  battle, however. Even though the NSA blocked 
some intrusion attempts that would have succeeded had it not been 
for the counterintelligence mission, many other Chinese efforts still 
got through. As with the Su Bin arrest, one case was not enough to 
stem the relentless tide of Chinese espionage. Modern states succeed 
in their cyber espionage efforts not just through ingenuity and cre-
ativity, but through per sis tence and aggressiveness. No one intelli-
gence or counterintelligence effort is decisive by itself. The strug gle 
for geopo liti cal advantage remains broad and never- ending. It can be 
hard to keep track of all the secret operations, and to know who is 
doing what and how. But the NSA nonetheless must try.

Tracking the Hackers

It is fairly common for multiple signals intelligence agencies to hack 
the same computers and networks. What is of interest to one state is 
often of interest to another. Perhaps the most notable example is 
an unnamed research institute in the  Middle East that the Rus sian 
cybersecurity com pany Kaspersky Lab called “The Magnet of Threats.” 
Six dif fer ent major groups hacked the institute’s systems: two 
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English- speaking groups (likely corresponding to the NSA and 
GCHQ), two Rus sian groups associated with differ ent intelligence 
agencies, a French intelligence agency, and a Spanish- speaking group 
of hackers.12 If any of  these hacking groups had realized what was 
going on, they would likely have spotted the opportunity to spy not 
just on their target, but also on the  others spying on the same target.

This is where information of the sort gathered in TAO’s operation 
against the PLA can prove very helpful. Analysts can use detailed 
knowledge of an adversary’s tools and procedures not just to protect 
government systems, but also to detect that adversary’s hacking ef-
forts against other targets. When the NSA hacks a foreign computer 
network, it can try to determine who  else has done the same by 
looking at the digital fingerprints the other hackers left  behind. In 
the same way that an offline criminal develops a signature modus 
operandi over time, so too do hackers. The NSA focuses on telltale 
clues, such as file names hackers use in their code or changes they 
make to the configuration of computers they compromise. The infor-
mation gained from counterintelligence capabilities can aid aware-
ness of what adversaries are up to not just in American networks but 
all over the world.

To spot and seize  these kinds of counterintelligence opportuni-
ties, the NSA has its Territorial Dispute program, which agency 
employees often abbreviate to TeDi. By assembling information the 
NSA has gathered about a wide range of significant hacking groups 
all over the world, the TeDi effort builds a “signature” for each group, 
identifying its distinguishing ele ments.  These signatures can include 
telltale file names, snippets of code, or habitual be hav iors.13 Using 
two to five indicators per actor, the NSA is able to differentiate among 
its adversaries; each group has a unique combination of indicators 
making up an unintentional calling card.
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Using TeDi, the NSA was tracking at least forty- five hacking 
groups as of 2013. Initially, the program focused just on Rus sian and 
Chinese hackers. Before long, however, the effort expanded to in-
clude hacking groups from all major states conducting cyber opera-
tions. This included states that did not tend to receive much media 
attention, such as South  Korea.14 In some cases, the NSA appears to 
have identified par tic u lar foreign hacking groups several years before 
those hackers attracted much scrutiny from the private sector or 
academia.

The NSA instructs its analysts on what to do if they encounter a 
specific hacking group on a machine that the agency has also hacked. 
The instructions depend on which adversary is found. Sometimes, 
the signature suggests that the hacking is by a friendly group, per-
haps a Five Eyes ally. In  those cases, manuals tell the analysts to get 
assistance from man ag ers and not to interfere with the allied agen-
cies. In other cases, TeDi files flag par tic u lar signatures corresponding 
to unknown malicious code and warn analysts to exercise caution; 
interacting with the code poses a risk of alerting foreign adversaries 
to the NSA’s presence. In still other cases, the agency’s manuals in-
form its analysts that par tic u lar malicious code represents “dangerous 
malware” and that they should “seek help ASAP.”15

Sometimes, the discovery of a piece of foreign malicious code 
about which  little is known can lead to the discovery of a new threat 
actor. In November 2009, the Canadian signals intelligence agency 
CSEC hacked targets inside Iran and found something odd. Using a 
Five Eyes tool for detecting anomalies on hacked computers, they 
noticed the presence of another hacking group on the Ira nian sys-
tems. The unknown group’s other targets included the Ministry of 
Foreign Affairs, the University of Science and Technology, and the 
Atomic Energy Organ ization of Iran. The hacking did not fit the 
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profile of any threat actor the Canadians had seen before. Based on 
its be hav ior, the analysts concluded the  people involved  were likely 
another state’s signals intelligence agency, not profit- motivated 
criminals.

The Canadians wanted to learn more about  these unknown spies. 
Analysts began to develop signatures for the hackers and to track 
their activities across the internet. To do this, they married the indi-
cators of the group’s activity with the broad net of the Five Eyes’ pas-
sive collection apparatus. They  were able to see the hop points from 
which the hackers operated, and, due to the hackers’ poor opera-
tional security, log into  those systems themselves. This increased 
collection of information revealed that, in addition to their interest 
in Ira nian targets, the unknown hackers also spied on computers in 
North Africa, in French- speaking media organ izations, in former 
French colonies, and in Eu ro pean supranational organ izations.

The analysts discovered that the group’s hackers referred to their 
proj ect as Babar, the name of a beloved French  children’s book 
character. Perhaps in an attempt at misdirection, the hackers used 
En glish in their communications, but the Canadians noticed many 
phrases that native speakers would not use. More collection and 
analy sis led to the conclusion that this effort was a previously un-
known hacking group from the French government.16 Counterin-
telligence capabilities had uncovered a new actor.

An operation carried out by a group of undercover American spies 
in Beijing worked similarly. The United States effort began by tar-
geting the Wi- Fi networks of the Indian, Singaporean, Pakistani, 
Colombian, and Mongolian embassies. In the Indian network, ana-
lysts noticed something odd: activity by Chinese hackers. By tracking 
that activity, the American spies discovered that the Chinese govern-
ment had compromised key computers within the Indian embassy. 
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With this illicit access, the Chinese hackers copied an average of ten 
sensitive diplomatic documents per day, addressing a variety of 
timely topics. The Americans recognized the opportunity to piggy-
back on the Chinese collection to gain intelligence they other wise 
would not have on India’s geopo liti cal strategy. Meanwhile, the im-
proved understanding of Chinese espionage helped them find China’s 
hackers in several other locations.17

The Five Eyes want to deploy their counterintelligence capabili-
ties in this way, to track known threats and to discover new ones. 
They do not, however, want to have  others deploying the same sort 
of counterintelligence capabilities against them. A key goal of the 
TeDi program, therefore, is to protect the Five Eyes’ own operations 
by identifying anyone  else pre sent on computers the NSA has hacked. 
One former intelligence official said it was TeDi’s objective to be alert 
to  those who “could steal or figure out what we  were  doing. It was 
to avoid being detected.”18 Counterintelligence is a two- way street.

Fourth- Party Collection

Two men face each other. One is downtrodden and defeated, the 
other tall and triumphant. “I broke you and I beat you,” the victor 
says. The slumped man pleads his case, attempting to make a deal for 
territory he holds and believes still has value. “If you would just take 
this lease,” he begins, desperate for an opening. But he is about to 
learn that the land is worthless.

The victor spells out how he has triumphed, gesticulating dramat-
ically for emphasis: “ Here, if you have a milkshake, and I have a 
milkshake, and I have a straw— there it is, that’s a straw, you see?” 
He is holding up a menacing fin ger. “And my straw reaches across
the room, and starts to drink your milkshake . . .” The conclusion he 
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yells into the face of the beaten man leaves no  mistake about the 
capacity of the strong and power ful to take from the weak and un-
suspecting: “I . . .  drink . . .  your . . .  milkshake!”

The scene is not from some international negotiation gone wrong. 
It is from Paul Thomas Anderson’s classic  There  Will Be Blood. The 
“milkshakes” are oil wells, the focus of the characters’ desperate com-
petition. The film vividly depicts the ferocity of turn- of- the- century 
petroleum prospectors in Southern California. Exploiting the 
vacuum of law and order, one driller can extract assets that another 
thinks are safe and valuable.

For an NSA briefer preparing a highly classified talk on the agen-
cy’s counterintelligence operations, Anderson’s scene provided in-
spiration. The cover image for the pre sen ta tion is an extra- long straw 
silently pilfering the contents of a soda- fountain glass. The famous 
“milkshake” quote is splashed across the title slide, just above the 
classification labels that mark the document as top- secret.19

In the competition among intelligence agencies, the precious re-
source is information. Previous chapters have shown how spies use 
cyber operations to gain better intelligence on their targets. This 
chapter has so far focused on how agencies track one another, im-
proving their own defenses against adversaries. But as intrusive as 
TAO’s effort against the PLA and Canada’s effort against France  were, 
neither was designed to drink an adversary’s milkshake. Still more 
is pos si ble.

The NSA pre sen ta tion with the milkshake cover explains what is 
known as fourth- party collection.20 This term builds on some older 
concepts. First- party collection is information collected by the 
agency itself. Second- party collection is intelligence gathered and 
shared by another Five Eyes member. Third- party collection is in-
formation obtained by an intelligence agency outside the Five Eyes 
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and shared with the NSA. Fourth- party collection is the realm of il-
licit milkshake- drinking: it involves knowing that one state has in-
telligence on another state and helping oneself to it.

The NSA distinguishes between vari ous types of fourth- party col-
lection.21 The first type is what the agency calls passive acquisition. 
As the name suggests, this type of intelligence gathering does not rely 
on directly hacking the target. Instead, the NSA uses its passive col-
lection capabilities, as described in Chapter 1, to quietly get what it 
wants. Perhaps, for example, the Chinese intelligence agencies reg-
ularly hack Rus sia. The NSA can tap the internet infrastructure that 
routes data between China and Rus sia. As the intelligence pilfered 
by the Chinese passes by the NSA’s wiretaps, the agency can try to 
make a copy and understand it. If successful, the NSA not only gains 
insight into Chinese collection capabilities but also learns the secrets 
gathered from Rus sia. The agency can sustain this unobtrusive form 
of passive collection for long periods of time; in this hy po thet-
i cal example, neither China nor Rus sia knows of the NSA’s subtle 
eavesdropping.22

This method does not always suffice, however. Sometimes an ad-
versary’s intelligence- gathering infrastructure does not connect over 
cables and data hubs accessible to the NSA. Other times, adversaries 
encrypt the communications they use for intelligence collection in 
ways the NSA cannot decipher, foiling even the NSA’s special efforts 
to decrypt the command- and- control instructions of foreign mali-
cious code.23 Still other times, the NSA simply desires a more direct 
presence on the adversary’s hacking infrastructure, perhaps to en-
able other collection operations of its own.

In circumstances like  these, the agency uses the second type of 
fourth- party collection, which it calls active acquisition.  Here, the 
NSA hacks into and gathers information directly from the adversary’s 
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digital infrastructure and hop points, snooping over the virtual shoul-
ders of foreign hackers as they work. From this more direct vantage 
point, an intelligence agency can get a detailed view of its counter-
part’s activities— again, both observing the tools it uses and learning 
the secrets it gathers from its targets.

The NSA deployed active acquisition techniques against a 
China- based group it called BYZANTINE RAPTOR. The agency 
began by gathering information about a computer used by  these 
Chinese hackers to issue commands to their malicious code around 
the world. Armed with what it learned from initial reconnaissance, 
the in- house intrusion team at TAO hacked the machines through 
which the Chinese sent instructions to their malicious code. Using 
this active acquisition technique, TAO developed the capacity to 
collect intelligence on the Chinese operation in a quiet and sustain-
able way.

During its reconnaissance, the NSA noticed that one of the tar-
gets was the United Nations’ computer network. The Chinese hackers 
regularly found documents and other files of interest on United Na-
tions computers and copied them back to China. BYZANTINE 
RAPTOR’s compromised command- and- control infrastructure 
served as a way station and coordination hub for a  great deal of this 
espionage, enabling the NSA to get its own copies of many docu-
ments swiped by the Chinese.

This was a  great help to the agency given that, as Chapter 1 
showed, the United Nations is a top target. Whenever the American 
operators got new documents from their spying on the Chinese who 
were spying on the United Nations, they sent them to the NSA’s data 
repository for storage. They also tipped off the NSA analysts tasked 
with reporting on the relevant international developments. Based on 
the fourth- party collection of files originally pilfered by the Chinese, 
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the analysts generated at least three notable intelligence reports, all 
relating to significant, high- profile, ongoing events.24

In the BYZANTINE CANDOR case mentioned above, TAO used 
its access to the PLA’s hop points to eventually make its way upstream 
toward the Chinese network. The reverse is also pos si ble: TAO could 
have worked downstream from  those points to the networks the Chi-
nese had hacked. The NSA calls  these pro cesses victim sharing and 
victim stealing, and they constitute the third type of fourth- party 
collection. They let the NSA find and hack new targets of mutual 
interest. Sometimes, the agency can go further to take control of 
foreign intelligence ser vices’ hacking tools. Even more aggressively, 
it can remove  those tools and replace them with its own tools.

The state on which the NSA piggybacks need not be an adversary. 
Sometimes it can even be an ally, as another example from East Asia 
demonstrates. North  Korea, a high- priority intelligence target of the 
United States, is also a high- priority intelligence target of American 
ally South  Korea. The NSA, in seeking to gather information about 
the northern country, tries to determine what the southern one 
knows, and how its agencies know it. While  there are diplomatic 
channels and other means of officially swapping intelligence between 
the United States and South  Korea, the two governments do not 
share  every secret.

At one point, South Korean signals intelligence appeared to have 
better insights into its northern neighbor than the United States had. 
One person involved in the NSA’s effort to target North  Korea noted 
that the American agency’s access to the famously isolated state at 
the time was “next to nothing.” To remedy this, the NSA used its 
espionage capabilities to target South  Korea’s intelligence- gathering 
efforts. The agency found that South Korean spies had managed to 
get their malicious code onto the computers of North Korean offi-
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cials. The NSA discovered the hop points used by the South Koreans 
to move this data, and gained access to  those machines. Spying on 
South  Korea’s spying on North  Korea thus yielded a range of docu-
ments that would have been harder to access other wise.

The NSA then used the intelligence collected from South  Korea 
as a guide to hacking North Korean networks. The agency penetrated 
the North Korean systems in part out of paranoia: some in the NSA 
worried that the South Koreans would discover the NSA was piggy-
backing on their intelligence gathering efforts and act on that knowl-
edge, perhaps by misleading the Americans with false information.25

Such distrust and competition are endemic to the duplicitous world 
of counterintelligence, even among allies.26

In the case of the  Koreas, the story went one level deeper still: 
much of the intelligence acquired by the NSA via fourth- party col-
lection against South  Korea described North  Korea’s own hacking 
efforts. One person involved in the operation called this fifth- party 
collection. If fourth- party collection has the ferocity of  There  Will 
Be Blood, then fifth- party collection has the complexity of Inception: 
it involves American spies spying on South Korean spies spying on 
North Korean spies spying on other countries. As ever, counterin-
telligence is messy.
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Strategic Sabotage

STUXNET WAS A WATERSHED, an indication of what states can do with 
hacking when they are extremely ambitious. The episode under-
scores what it takes, in terms of operational skill, preparation, and 
opportunity, to sabotage a specific target—to inflict physical damage—
with cyber capabilities. Yet, even with its massive resources, Stuxnet 
reveals the limits of such operations.

Stuxnet was a destructive computer worm hatched by innovative 
hackers in US and Israeli intelligence, designed to set Iran’s nuclear 
centrifuges to dangerously high speeds. The malicious code escaped 
the confines of Iran’s nuclear facilities, however, and spread all over 
the world. Incredibly, its origins might have escaped scrutiny if not 
for the combination of a continually restarting computer in Iran, a 
small antivirus firm in Belarus, and eventually a team of talented 
researchers working at major cybersecurity companies. When all 
was said and done, the operation was a mixed success for the 
United States and Israel, but a boon for  those seeking to understand 
how advanced cyber operations work. With good reason, the attack 
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quickly became the most widely discussed hack among both cyber-
security researchers and scholars of international relations.

And, remarkably, the story  didn’t end  there. Stuxnet was not the 
only tool of sabotage deployed against Iran. A larger cyber campaign 
against Ira nian economic interests also unfolded in 2012— one that 
has largely escaped public view and enjoys far less popu lar cachet. 
In some re spects, this largely overlooked operation holds more mys-
teries. Known only as Wiper, it too shows the power of targeted 
sabotage in the digital age.

A Worm Is Born

The prob lem facing George W. Bush’s administration was obvious 
but intractable: Iran was moving ever closer to obtaining nuclear 
weapons. The United States was bogged down in war in Af ghan i stan 
and in Iraq, where Iran was growing in influence and an insurgency 
was fracturing near- term prospects for peace. The White House had 
sought to bring pressure on Iran from the international community, 
but building support for an aggressive sanctions program was diffi-
cult, especially since Amer i ca’s global relationships had soured  after 
the Iraq invasion. Israel was pressing Bush to do more, with the strong 
implication that it might act if the United States did not. This was no 
idle threat; in September 2007, the Israelis had launched a stealthy 
unilateral air raid against a Syrian nuclear fa cil i ty.1

The president needed a new strategy.  Doing nothing was unwise, 
as Iran continued its slow march  toward greater nuclear capability. 
A full-on invasion was unthinkable. Iran was alert to traditional types 
of sabotage.2 Diplomacy seemed to be faltering, at least in the minds 
of se nior officials in the Bush White House. Air strikes might work 
for a while but would be a massive provocation, potentially leading 
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to new Ira nian acts of terror or a spiraling conflict. In any case, bombs 
could not stop Iran’s under ground nuclear program forever. Israel 
grew more anxious by the day, reportedly asking Bush for assistance 
with an attack.3 The president said no, but knew he could not hold 
Israel off forever. More than anything, Bush needed time.

The US government’s technical experts came up with a new op-
tion, which would eventually become known as Stuxnet. It was a tar-
geted sabotage operation against the centrifuges at Natanz, Iran’s 
leading nuclear fa cil i ty.  These centrifuges  were upright silver cylin-
ders, taller than a person and several inches wide. Centrifuge rotors 
spin at rapid and carefully calibrated speeds to separate differ ent 
isotopes of uranium from one another, a pro cess known as en-
richment. Iran had restarted its enrichment program in 2006, and 
it was an essential step on the path to nuclear weapons. Mahmoud 
Ahmadinejad, Iran’s president at the time, made no attempt to 
conceal his desire for more centrifuges. In one tour of the Ira nian 
nuclear fa cil i ty, he spoke of plans to build and operate fifty thousand 
of them.4

The United States wanted to derail that ambition, and saw a way 
to do so through sabotage.  There is nothing more frustrating for en-
gineers than fickle systems suffering random and unexplained fail-
ures. By wreaking  silent havoc on the centrifuges, the saboteurs could 
destroy vital equipment and cause the Ira nian engineers to slow their 
efforts, distrust their own scientific advisors, and doubt their ca-
pacity to build a nuclear weapon. If all went as hoped, Iran would 
take systems offline while looking for the prob lem, amplifying 
Stuxnet’s equipment damage into an extended delay. If no one knew 
the true cause of the centrifuge failures, the delay and uncertainty 
would create more opportunity for the United States’ strategy of 
pressure and diplomacy to work.
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Another strategic benefit was that the United States could work 
with Israel’s excellent cyber operations units on the covert mission. 
The joint effort was a way of showing commitment to an ally and of-
fering up a solution to the Iran prob lem that did not involve another 
war in the  Middle East. With  these benefits in mind, President Bush 
signed off on the program. The United States government gave it the 
code name Olympic Games, reportedly a reference to the interna-
tional partnership between the United States, Israel, and Eu ro pean 
allies.5

The orchestration of the sabotage operation was impressive. One 
of the first  orders of business was to develop a detailed understanding 
of the Ira nian nuclear facilities’ configuration. In conventional phys-
ical attacks using weapons like cruise missiles, operators can fire at 
differ ent types of targets without changing the weapon itself. By con-
trast, the cyber attack team needed to tailor its weapon to the speci-
fications of the systems it wanted to destroy. This required in- depth 
reconnaissance of the Ira nian nuclear fa cil i ty to figure out how the 
centrifuges worked— and how they could break.

To carry out this reconnaissance, it is reported that the attackers 
had the benefit of a mole inside Natanz. The mole, recruited by Dutch 
intelligence, provided the attackers critical insights on how the Ira-
nian program was designed. In addition, it also seems likely that the 
United States used a custom piece of malicious code that cyberse-
curity researchers would  later name Fanny to spy on Natanz; if the 
United States did not use Fanny for this purpose, it almost certainly 
used a piece of malicious code that worked similarly.6 The story 
behind Fanny is still not entirely clear, as it was not discovered  until 
2015, long  after Stuxnet.7 It appears, however, that the United States 
built one version of the code in July 2008 and put it into use not long 
after that.
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The first part of the digital reconnaissance mission was  simple to 
outline but hard to do: get inside Natanz.  Because the computers that 
controlled the centrifuges  were not connected to the internet, the 
hackers could not reach them directly; in the parlance of cybersecu-
rity researchers,  these systems  were “air gapped” from the internet. 
To defeat this protection, Fanny’s creators designed the code as a 
worm, meaning that it could spread itself from computer to com-
puter on its own, without any real- time direction from its creators.

Fanny was able to spread autonomously thanks to some previously 
unknown vulnerabilities in key components of Win dows. One of the 
vulnerabilities related to how Win dows handled portable USB drives. 
By taking advantage of this weakness, Fanny could hide itself on such 
a device, and when a user plugged that drive into a new computer, 
Fanny would infect the computer even if that computer did not au-
tomatically run files from external devices. Once on board the newly 
infected machine, Fanny could spread itself to other machines. Be-
fore long, exponential growth would dictate that the worm reached 
a large number of targets, from which the hackers could gather in-
formation via a disguised command- and- control system. Eventually, 
someone carried Fanny across the air gap, enabling the worm’s cre-
ators to gather information on the targets of their planned attack; it 
is unknown if  human intelligence sources played a role in this infec-
tion.8 Without this extensive reconnaissance, the Stuxnet attack 
would have been impossible.

Even with a more detailed understanding of how the Ira ni ans con-
figured their centrifuges, the attackers had substantial work to do 
before they could launch their sabotage effort. Among their tasks was 
writing and testing the code to make sure it would have the desired 
effect on the Ira nian targets. In this effort, the United States got help 
from an unlikely source: the old Libyan nuclear program.



ttack 

Libya had ended its nuclear program in 2003, at which time the 
United States acquired its centrifuges.  These came from the same 
network of suppliers as Iran’s. Using the Libyan centrifuges and 
others in a series of proof- of- concept operations in secret labs in the 
United States, the Americans destroyed a number of them with ever-
improving iterations of cyber attack code. Israel seems to have done 
the same with its own copies of Ira nian centrifuges, setting up a rep-
lica fa cil i ty in a remote desert location that mimicked Natanz ex-
actly.9 With the success of  these tests— including one that produced 
centrifuge fragments  later shown to President Bush— the operation 
moved ahead.10 When the presidency transitioned from George Bush 
to Barack Obama, Obama saw the value of Olympic Games and or-
dered that the operation be accelerated.11

The Stuxnet attack code that gradually took shape during this pe-
riod was a worm, just like Fanny. Early versions appear to have been 
able to spread only via USB drives, and may have initially been placed 
into Natanz by the mole.  Later versions had much more power to 
spread themselves from one computer and network to the next, 
eventually deploying no fewer than eight differ ent propagation 
mechanisms.12 Infecting a broad range of computers, especially 
within contractors for Iran’s nuclear program, increased the odds 
that Stuxnet would cross the air gap and reach the centrifuges. Five 
contractors appear to have been the initial targets, the patient zeroes 
who unleashed the wider infection.13 Sure enough, Stuxnet eventu-
ally made its way into Natanz.

Stuxnet’s creators programmed differ ent versions of the code to 
talk to one another like gossiping teen agers. When a new version of 
Stuxnet infected a computer that had been previously infected by an 
earlier version, the two copies of the worm compared notes and 
combined their information. Versions landing on internet- connected 
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computers sent their information back to Stuxnet’s creators in mes-
sages disguised to look like visits to innocuous soccer websites.14

Thus, the list of machines the operation had infected across Iran was 
constantly updated, and the data it had collected steadily accumu-
lated. The worm had a strange sort of hive mind.

No doubt, this talk of newfangled cyber sabotage, secret infec-
tions, and hive minds would have worried any  lawyer. In national 
security, at least in the West,  lawyers are ever- present, and the 
Stuxnet operation was no exception. At key moments,  these at-
torneys raised concerns about unintended consequences— and 
rightly so. While the Stuxnet code tried to stay mostly contained 
within a fairly narrow set of targets, its worm- like nature made it 
far harder to control than other sophisticated cyber operations 
tools.15

Throughout the development and testing pro cess, Stuxnet’s cre-
ators added a series of target verification checks, using information 
acquired from  earlier reconnaissance. They made it so Stuxnet would 
cease creating new infections  after a certain date, several years away, 
in June 2012, and the code would launch its most destructive pay-
load only if it was sure it was in Natanz.16  There  were so many of  these 
self- restraints that former White House cybersecurity czar Richard 
Clarke remarked that it looked like a team of Washington  lawyers had 
written the code.17

The Stuxnet payload, once launched, was unpre ce dented. While 
there  were numerous variants of Stuxnet over the years, two stand 
out. One variant that dates to 2007 manipulated the amount of ura-
nium hex a fluor ide gas that flowed out of the centrifuges. By manip-
ulating the valves that controlled the release of gas, Stuxnet could 
adjust the pressure inside the centrifuge. The code increased the 
pressure to levels five times above where they should have been for 
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normal enrichment, prompting the gas to transition to a solid state 
of  matter. This in turn caused the centrifuges to fail.

Manipulating the system in this way required enormous knowl-
edge of nuclear engineering and deep reconnaissance of the Ira nian 
systems. The attackers understood the weaknesses of the centri-
fuges, how Ira nian engineers had compensated for  those weaknesses, 
and how the overall system could be subtly manipulated. One inves-
tigator marveled at the intricacies of the attack code and the de-
tailed understanding of Natanz they revealed. The attackers, he 
wrote, “may as well know the favorite pizza toppings of the local head 
of engineering.”18

Stuxnet’s creators could have launched a devastating strike that 
would have destroyed many centrifuges at once. But  doing so would 
have let Iran know it was  under attack. Seemingly, Stuxnet’s creators 
in both the Bush and Obama administrations wanted to hide, subtly 
slow the program, and frustrate the Ira ni ans. One person involved 
in the program told a New York Times reporter that “the intent was 
that the failures should make them feel they  were stupid, which is 
what happened.”19

To do this, Stuxnet deployed a devious trick. In essence, the code 
took command of the interface that let Ira nian nuclear scientists 
monitor their centrifuges in action. Stuxnet could dictate what in-
formation the Ira ni ans saw, showing information that was wholly 
false. When the time came to attack, Stuxnet hid its manipulation of 
the gas pressure by playing back a recording of normal functioning 
on a loop.20 It told the Ira ni ans what they expected to see: that all was 
fine. Meanwhile, undetected, the prized centrifuges began to destroy 
themselves from within.

For reasons that are unknown, a more aggressive version of 
Stuxnet superseded the pressure manipulation attack. In the new ver-
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sion, which appeared in 2009, the attack code manipulated the speed 
at which the rotors at the core of each centrifuge spun, a key variable 
in the enrichment pro cess. Stuxnet undid the Ira nian commands 
and substituted in a set of new ones. The worm’s creators had de-
signed the new commands during the extensive development and 
testing phase, enabling Stuxnet to disable key safety and control 
mechanisms. At certain times, the code ordered the rotors to accel-
erate to very high speeds, 84,600 rotations per minute, and then to 
slow to a languid pace, only 120 rotations per minute. The changes 
placed tremendous stress on the fragile components, causing erratic 
failures, all without any pattern that the Ira ni ans could discern. 
Changing rotor speed was simpler and potentially more detectable 
than manipulating pressure, but it appears the Ira ni ans still did not 
figure out that they  were  under attack.21

The operation seemed to work. Stuxnet evidently destroyed 
more than a thousand centrifuges, although analysts debate the exact 
number. The delays the Ira ni ans suffered in nuclear enrichment put 
them somewhere between one and three years  behind their expected 
pace.22 They strug gled to figure out what was causing the unex-
plained failures at Natanz. Reports suggested that officials fired 
engineers,  either for incompetence or treason, as they flailed about 
trying to get  things back on track.23 It seemed that they would 
never learn the truth about what was  really  going on— until one day 
they did.

Discovery

Stuxnet would not be the story it is without a young Belarusian cy-
bersecurity researcher named Sergey Ulasen who worked for Virus-
BlokAda, a small com pany. In June 2010, one of the com pany’s 
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clients in Iran was having an issue with a Win dows computer: it 
would continually crash and restart, seemingly without any cause.

This was not good, at least not for Stuxnet’s creators. Ulasen’s 
client was not in Natanz, but elsewhere in Iran. It was not an intended 
target, but Stuxnet had wound up on its systems anyway. Once it was 
there, the worm was inadvertently interfering with the computer, 
despite knowing, thanks to its target verification mechanisms, not to 
launch its full attack routine. Stuxnet, with its aggressive propaga-
tion tricks, had spread too far. Worse,  because of its worm- like na-
ture, the code would only continue to spread.

Over time, it infected more than a hundred thousand computers 
around the world, primarily in Iran, but in more than a hundred other 
countries as well.24 For their part, some US government officials, up 
to and including Vice President Joe Biden, privately blamed their 
Israeli allies. They contended that the Israeli changes to the code had 
increased the aggressiveness of the infection mechanism.25 After-
action analyses differ on who was to blame.26 It might be no one; 
simple bad luck can ruin even the best- planned operations.

Ulasen did not know any of this. He was sure at first that the cause 
of the restarts was something mundane. Misconfiguration of the op-
erating system can cause erratic crashes, as can conflicts between two 
installed software programs. It was only when Ulasen learned that 
the prob lem was happening to other computers on the client’s net-
work that he thought something more was amiss. When he realized 
that it was affecting computers that had fresh new installations of 
Win dows, presumably  free from configuration errors and software 
conflicts, he grew even more interested. Most of all, he was baffled 
that all malicious code- detection systems indicated that the affected 
systems  were clean of infections.



Strategic Sabotage 139

Ulasen was at a friend’s wedding reception in the Belarusian coun-
tryside one Saturday night when this pattern of facts became clear. 
As well- dressed and increasingly intoxicated revelers paraded by, he 
stayed in the corner of the party, glued to his phone. When the party 
shifted to the woods, he remained on the case, remotely teasing out 
the facts with the help of a friend in Iran. Neither he nor the friend 
realized their proj ect would eventually become the most famous 
cyber attack investigation in history.

Ulasen and his colleagues dug in more deeply, uncovering many 
of Stuxnet’s secrets and its impressive technical accomplishments. 
They noticed the way it exploited previously unknown software vul-
nerabilities to spread from computer to computer, a propagation 
mechanism that was unusual. They discovered its elaborate attempts 
to hide itself inside other software pro cesses  running on Win dows, 
a sign that the worm’s creators had enormous technical skill and 
wanted to avoid detection. They  were struck by how the Stuxnet 
code drew on stolen signing certificates, a mechanism used to ensure 
that code run by the operating system is legitimate. That the attackers 
could steal and deploy such certificates suggested they had access to 
significant resources and placed high priority on operational secu-
rity. But, for all of  these insights, it became clear that Stuxnet was too 
big and complex for VirusBlokAda to fully understand and combat 
on its own. The com pany needed help.

Ulasen reached out to Microsoft. He tried to tell the firm what he 
had found but received no reply. He contacted Realtek, the com pany 
whose digital certificate Stuxnet had illicitly used, and was met with 
similar silence. It was only  after he and his colleagues began posting 
analy sis online that the cybersecurity community started to take no-
tice.27 In July 2010, the well- respected journalist Brian Krebs wrote 
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a small story about one of the exploits at the core of the worm.28  After 
that, Microsoft started examining the malicious code, as did other 
cybersecurity companies.29

One of  those companies was Symantec, a large American firm. 
Unlike VirusBlokAda, Symantec had the resources to do a major in-
vestigation into the code, which it called Stuxnet, a word made up 
by combining some of the attackers’ file names. While the com pany’s 
researchers  were at first skeptical that Stuxnet would be significant, 
they came to realize it was a colossal piece of malicious software, 
about fifty times larger than was typical.30 In time, they deduced that 
the code’s creators wanted to sabotage industrial control systems, but 
they did not fully understand which systems  were at risk and in what 
way. Even Symantec needed more specialized help. The firm posted 
a report to its website, sharing what it knew and hinting at all the 
mysteries of Stuxnet that remained.31

The person who provided the next round of insights would be-
come another well- known character in the cybersecurity world: 
Ralph Langner. Langner, with his stylish attire and out spoken nature, 
was also one of the world’s experts on industrial control systems. He 
ran an international cybersecurity firm that focused exclusively on 
keeping  those systems safe. Unlike Symantec’s researchers, he knew 
there was a neat trick that would help piece together what Stuxnet 
was trying to do.

Langner’s trick was to take a copy of the worm and put it in a vir-
tual environment that simulated an industrial control system. By 
subtly and painstakingly altering this environment time and again to 
simulate differ ent systems and configurations, he was able to watch 
how Stuxnet’s be hav ior varied in differ ent circumstances. In this in-
direct way, and  after much investigation by his firm, Langner even-
tually learned what he thought was the worm’s ultimate objective: a 
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par tic u lar kind of industrial control system arranged in a very spe-
cific configuration. Langner realized that it was the most advanced 
cyber capability the world had ever seen, but it aimed at just one spe-
cific target.

Yet Langner and his researchers still had to figure out what that 
target was.  There was no doubt that it was a target of geopo liti cal sig-
nificance, and one that the attackers wanted to strike in secret. 
Because of this, the researchers worried that Stuxnet’s perpetrators 
might try to thwart publication of their findings or kill Stuxnet’s in-
vestigators. At a tense moment in the investigation, one analyst wrote 
to  others, “If I turn up dead and I committed suicide on Monday, I 
just want to tell you guys, I’m not suicidal.” Another half- joked about 
being the target of motorcycle assassins, a method Israel had em-
ployed to kill Ira nian nuclear scientists.32

Technical analy sis alone was unable to determine the target. To 
find the answer they  were seeking, Langner and his team had to con-
sider strategic dimensions, as well. Eventually,  after weeks of fruit-
less investigation, Langner started thinking in more depth about the 
geopo liti cal implications of the Stuxnet code. In a night of web 
searching, he read about Bushehr, an Ira nian nuclear site that had 
been  under development but had suffered delays in operation.

The next day, he announced his theory to stunned colleagues: 
“This is about taking out Iran’s nuclear program.”33 They  were 
skeptical, but Langner’s instincts  were spot-on. Even though he got 
some of the details wrong— namely, believing that Stuxnet targeted 
Bushehr, not Natanz— his further investigation proved he had the big 
picture right. To confirm his hypothesis that the worm aimed to dis-
rupt centrifuges, he called a well- placed friend. The friend told him 
only that every thing about the subject was classified, but Langner 
took his non- denial as encouragement.34
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Langner de cided that Stuxnet was too impor tant to sit in obscu-
rity. In September 2010, he wrote two online posts that laid out what 
he knew about how Stuxnet worked. In them, he called the opera-
tion a “directed sabotage” attack, one that was “the hack of the 
century.”35 Langner had fi nally assembled and published a majority 
of the pieces of the Stuxnet puzzle, the physical attack he and  others 
had long feared. Like so many scholars of cyber attacks before and 
after him, Langner framed this bold and aggressive sabotage opera-
tion that was never supposed to see the light of day in stark terms. 
He told his readers: “Welcome to cyberwar.”36

Wiper

As Stuxnet was emerging into public view in 2011 and 2012, ten-
sions between the United States, Israel, and Iran continued to 
rise. Renewed rumors swirled about an imminent Israeli air strike 
against Iran. Many analysts feared Ira nian escalation, perhaps 
in retaliation for the cyber attack on its enrichment fa cil i ty. Mean-
while, the Obama administration and its allies increased the 
economic sanctions designed to cripple the regime. In this high-
stakes geopo liti cal strug gle, no one was sure what the next move 
would be.

On April 23, 2012, the computers in Iran’s Oil Ministry  stopped 
working. This was not the first time this kind of malfunction had hap-
pened. Since December 2011, less damaging shutdowns of this sort 
had occurred during the last ten days of each month.37 The cause was 
not immediately apparent. By March, Ira nian network defenders 
may have figured out that they  were  under attack, but they  were un-
able to stop the hostile operation from continuing or make much 
headway into how it worked.
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Unfortunately for Iran, the April attack was much more serious 
than the ones that had preceded it. Though the damage is hard to as-
sess with any precision, some reports claimed widespread and sig-
nificant digital destruction. It seems the Ira ni ans also took additional 
systems offline to limit the damage. One Oil Ministry official told the 
New York Times that the ministry had “disconnected all oil facilities, 
operations, and even oil rigs from the Internet to prevent this virus 
from spreading.”38

For the second time, a sophisticated cyber attack was ripping 
through Iran. Ira nian government officials recognized that the country 
was once more suffering the effects of a significant foreign sabotage 
operation, and even though, as with Stuxnet, the attackers did not 
claim credit, they had some pretty good guesses about who was re-
sponsible. A spokesman close to the Supreme Leader of Iran con-
demned the attack and projected a resilient image. “This is again an 
attempt to wage soft war by the West,” he proclaimed defiantly, “and 
does not have any impact on our operations.”39

The attack quickly earned the name Wiper  because of what it did 
to the data on Ira nian hard drives. While it did not impact Iran’s oil 
production, the attack wiped key computers in many parts of the 
country’s oil infrastructure. This included the National Ira nian Oil 
Pro cessing and Distribution Com pany, the National Offshore Oil 
Com pany, the National Ira nian Gas Com pany, and a range of organ-
izations  under the umbrella of the National Ira nian Oil Com pany. Six 
major oil terminals, a key part of the country’s infrastructure, went 
offline. Among them was one terminal that transferred 80  percent of 
Iran’s crude exports, totaling more than one million barrels of oil per 
day. Quasi- official Ira nian news outlets confirmed the extent of the 
damage as the attack unfolded, suggesting that, despite some Ira nian 
claims,  things  were not entirely  under control.40
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Yet, as bad as the damage was,  there was  little trace of the attack 
code itself. One of the most remarkable  things about Wiper was how 
thorough it was— both in destroying its target and also,  after the job 
was done, destroying itself. The Rus sian cybersecurity com pany 
Kaspersky Lab launched a major investigation but came up nearly 
empty, noting that Wiper had removed almost  every piece of evi-
dence on most of the computers it targeted. The com pany’s investi-
gators could not find a single sample of the code. But with careful 
investigative work, they pieced together an understanding of how 
Wiper worked.

Kaspersky found that the operation was complex. Just before the 
attack was about to begin, a mysterious piece of code within Wiper 
activated. The code triggered another file that appears to have had a 
random name, one that was differ ent on each computer it infected. 
Once started,  these pieces of code deleted themselves and then over-
wrote the deleted files with garbage data, further obscuring the trail 
of evidence. It seems that, above all, the overarching goal of Wiper 
was to hide how the code worked, or even that it existed at all. As 
with Stuxnet, its creators seemed to desire devastating but erratic and 
inexplicable failures that would hurt Ira nian operations and under-
mine confidence but not suggest foreign interference.

In its attack, the code seemed also to prioritize efficiency. Its 
designers knew that fully deleting and overwriting all the files on a 
large hard drive would take a substantial period of time, and such 
an attack might be interrupted before it could be completed. To 
maximize the amount of harm the attack could do, Wiper’s cre-
ators carefully plotted how Wiper moved through the target com-
puter’s files.

The first priority was destroying documents, programs, and files 
key to the functioning of Win dows. Wiper eliminated  these files first 
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because they  were more likely than  others to be of importance to the 
target. Next, the code targeted entire folders likely to hold valuable 
data, such as the Documents folder, just to make sure it had not 
missed anything in the first destructive pass. When it found impor-
tant files, it deleted them from the hard drive and then overwrote 
them with meaningless information to inhibit recovery.41 Lastly, 
Wiper tried to purge entire sectors of the hard drive, seemingly trying 
to do as much damage as it could before the computer crashed or de-
fenders could intervene.

In its construction, Wiper bore remarkable technical similarities 
to Stuxnet and to other pieces of malicious code known as Flame, 
Gauss, and Duqu, each of which had been deployed elsewhere in the 
Middle East. The strong similarities among them indicate that they 
shared the same architects. Rather than reimplement impor tant 
functionality in differ ent ways, the creators of this  family of malicious 
code seemed to have shared components.42

Why launch Wiper at all?  There is an intuitive answer that easily 
fits the evidence: to damage Iran’s economy. Wiper could well have 
been a complement to the biting sanctions the Obama administra-
tion was putting into place. It may have been launched by the United 
States or Israel or both. Regardless, the code seems to have been an 
attempt to strike directly at the heart of Ira nian oil production, sab-
otaging the lifeblood of the Ira nian regime without leaving a trace.

The Power To Thwart

During the Cold War, Thomas Schelling and a chorus of other inter-
national relations theorists extolled a theory of warfare that focused 
on bargaining. What mattered, they said, was “the power to hurt”—
to coerce an adversary into bending at least partially to one’s  will to 
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avoid the imposition of further costs.43 This concept of war involves 
sending clear and credible signals to an adversary about the pain to 
come if they do not behave as desired.

Stuxnet was differ ent. It was not an attempt to inflict vis i ble harm 
or to signal the prospect of more to come. Instead, it was an attempt 
to shape the situation, to buy time and undermine confidence, key 
pillars of the United States’ strategy for dealing with Iran. No worm 
could delay the Ira nian nuclear program forever, but Stuxnet could 
give the United States a better chance of overall success. As the worm 
tore apart Ira nian centrifuges and slowed their enrichment pro gress, 
the noose of economic sanctions tightened, aided in part by Wiper’s 
sabotage.

As a result, Stuxnet’s creators craved secrecy. Without it, the ef-
fectiveness of the nuclear sabotage effort would diminish. If the Ira-
ni ans knew that the cause of the random centrifuge failures was not 
their own incompetence or traitorous scientists but foreign inter-
ference, they could proceed full steam ahead. But if the Ira ni ans 
continued to doubt their own abilities and take systems offline for 
inspection and maintenance, then the United States would have 
more time to negotiate a deal for peace.

In the most favorable interpretation, Stuxnet provided not just 
time but leverage. A New York Times analy sis  after the Iran deal’s 
signing concluded that the United States’ power to thwart Iran’s am-
bitions mattered. The analy sis noted that, for as much as the Obama 
administration praised diplomacy and economic sanctions, equally 
impor tant  were the “covert actions that repeatedly, if briefly, set back 
the nuclear program and convinced Ira nian elites that its secrecy had 
been compromised.”44  Whether this was an overall success depends 
in part on one’s view of the deal itself; the Trump administration  later 
withdrew from the agreement.
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That the worm came to light at all is perhaps the most striking part 
of the entire saga. An ad hoc group of cybersecurity professionals 
that most  people had never heard of uncovered a classified opera-
tion ordered at the highest levels of the American government. The 
United States carried out Stuxnet in quiet partnership with an ally, 
tested it in extreme secrecy and at  great expense, delivered it to an-
other country’s secret nuclear fa cil i ty on the other side of the world, 
and then watched as its details eventually emerged for all to see. 
While bad luck had previously ruined covert missions and intelli-
gence operations, this was more than misfortune. The Stuxnet out-
come hinted at a pattern that would become increasingly apparent 
as time went on: states had tremendous power in cyber operations, 
but nonstate actors including researchers and journalists  were in-
creasingly impor tant, as well.

Indeed, it was journalism that made Stuxnet famous. In the 
summer of 2011, Wired’s Kim Zetter wrote an in- depth profile of the 
affair, which she  later turned into a book- length history of the worm.45

In the summer of 2012, New York Times reporter David Sanger wrote 
a book confirming what many had suspected— that the United States 
and Israel had carried out the attack— and adding new details about 
its authorization and implementation.46

These accounts paint a consistent picture: Stuxnet and Wiper 
were mostly technical successes and likely also short- term geopo-
liti cal victories. But Iran’s leadership had learned firsthand what 
cyber operations could do, and adjusted their own ambitions accord-
ingly. Even as nuclear diplomacy was starting to develop, Iran pre-
pared to join the digital fray.
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Targeted Disruption

LINES OF EMPTY gASOLINE TRUCKS STRETCHED FOR MILES. Employees 
lost access to their corporate emails and to their phones and had to 
shut tle documents via interoffice mail. Fax machines eventually of-
fered a faster method, but only  after the information technology staff 
figured out where to go to buy them. In lieu of computers, many 
workers took up typewriters, pens, and paper. Unable to pro cess pay-
ments, corporate leadership de cided to give the oil away for  free 
while systems  were offline. It was quite a blow for Aramco— the most 
valuable com pany in the world, owner of the globe’s largest oil fields, 
and producer of 10 percent of the planet’s annual oil output.1

The most significant fact about Aramco is that the leadership of 
Saudi Arabia owns  every single share of the business. Even more in-
extricably than other oil companies, Aramco is tied to geopolitics. 
To its government  owners, the firm’s reserves and power over the 
price of oil are significant levers of statecraft, and the Saudi royal 
family has employed them at vari ous points in history. To outside ob-
servers, Aramco’s sprawling network of facilities and its worldwide 
brand are symbols of Saudi Arabia’s strength and global ambitions. 
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To a group of Ira nian hackers looking to strike a blow against the 
desert kingdom in retaliation for its work with the Obama adminis-
tration on sanctions against the Islamic Republic, it was the perfect 
target.2 In August 2012, they launched their devastating attack.

Whereas Stuxnet and Wiper sought to be  silent and stealthy, Iran’s 
operations aspired to be loud and disruptive. While the attack did 
not rise to the vio lence of traditional conflict, it demonstrated the 
Ira nian hackers’ capability to disrupt the core business of a global 
com pany.3 Attacks like this brought cyber operations, which had long 
been buried in the shadow world of espionage and covert sabotage, 
more fully into view. With  these capabilities, Ira ni ans signaled posi-
tions and intentions, though in the end they showed the limits of 
using hacking to signal in hopes of changing adversary be hav ior.

Shamoon

The operation against Aramco was Iran’s first major cyber attack.4 It 
seems to have begun with a spear- phishing email, as so many attacks 
do. At some point, perhaps in mid-2012, an Aramco employee using 
an internet- connected machine opened an email and clicked on a 
malicious link or file, unwittingly granting Ira nian hackers a foothold 
in the com pany’s network.5 From this initial point of compromise, 
the hackers worked to expand their presence by spreading malicious 
code to other computers and servers. They used a computer within 
the com pany’s network as a proxy of sorts, issuing instructions to 
it and having it relay  those instructions to other machines across 
the firm.

Once it got onto a target computer, the hackers’ code loaded it-
self to a folder it labeled Shamoon, which quickly became investi-
gators’ name for both the code and the operation. Shamoon’s code 
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consisted of three components. The first of  these copied itself to 
vari ous places on the computer and the Aramco network. It also 
configured itself to run in the  future whenever the targeted com-
puter started up. This is a fairly common technique for achieving 
what cybersecurity experts call per sis tence: the capacity to remain 
on a targeted system despite actions taken by users, such as re-
booting the machine or trying to delete malicious code. With this 
foothold established, the Shamoon code deployed its other two 
components: one to wipe files from the target system, and one to let 
the attackers know how the operation was proceeding.

Once the Shamoon attackers activated the wiping component, it 
deleted an existing part of the computer system known as a disk 
driver, which helps manage the reading and writing of files on the 
hard drive. It then replaced that disk driver with its own prepared 
copy. This copy appeared to be legitimate to the computer’s oper-
ating system and avoided raising suspicion. The wiping code then 
looked for folders containing impor tant files, such as documents, 
downloads, pictures,  music, and videos— basically, every thing a user 
might value. Having found  these folders, the wiping code proceeded 
to overwrite their contents. This was more power ful than simply de-
leting the data, as it made recovering the original contents harder.

With this done, the code turned its attention to wiping a key com-
ponent known as the master boot rec ord. This central repository of 
vital information on a computer’s hard drive contains information 
about how to store files and what the computer should do when it 
starts up. Without that guidance, it is nearly impossible for the ma-
chine to function normally. This impediment to normal functioning 
was exactly what the hackers desired. Shamoon was not as sophisti-
cated as the Wiper attack against Iran’s oil industry, but it  didn’t have 
to be.
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Researchers called the third component of the malicious code Re-
porter. For each targeted computer, Reporter collected data on the 
computer’s IP address and the number of files overwritten during the 
attack. Just as air commanders during World War II and  later con-
flicts assessed bomb damage  after air strikes to better understand 
their effects, the Ira nian attackers sought to discover how much harm 
their operation did. Reporter gave them  those insights in nearly real 
time, and with a level of precision beyond anything  imagined by tra-
ditional military commanders.6

With the Shamoon code positioned throughout the com pany, the 
attackers  were ready to go. On the morning of August 15, 2012, the 
operation began. Across vast swaths of the Aramco network, the 
code began to overwrite files on Win dows computers. The attack 
rendered more than thirty- five thousand machines inoperable, the 
vast majority of the computers in the com pany and far more than any 
previous cyber attack had managed to strike. On some of the com-
puter screens, it displayed the image of a burning American flag, 
presumably condemning the alliance between the United States 
and Saudi Arabia.7  There was no doubt that a bold and damaging 
attack was underway.

The attackers also posted a message. Styling themselves the “Cut-
ting Sword of Justice”— a group no one had ever heard of— they 
took square aim at Saudi regional policy. They said they acted  because 
they  were “fed up of crimes and atrocities taking place in vari ous 
countries around the world, especially in the neighboring countries 
such as Syria, Bahrain, Yemen, Lebanon, Egypt” and more. To them, 
the culpability of the Saudi royal  family was clear, as was the link to 
Aramco’s profits. “One of the main supporters of this disasters is Al-
Saud corrupt regime that sponsors such oppressive mea sures by 
using Muslims oil resources,” they wrote. “This is a warning to the 
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tyrants of this country and other countries that support such crim-
inal disasters with injustice and oppression.”8 The attack was a pro-
test, and a destructive one at that.

The attackers timed their operation well. They chose to strike 
during the Ramadan holidays and in the scorching summer heat, 
when about half the information technology and cybersecurity staff 
was on vacation.  Those Aramco employees who  were on the job 
scrambled to contain the damage. While Shamoon does not appear 
to have targeted or damaged the com pany’s physical oil production 
or distribution systems, it caused major disruptions to com pany op-
erations, including the rampant technology shutdowns and halts in 
payment pro cessing. Workers hastened to physically disconnect key 
data centers and other parts of the com pany from the internet and 
from one another, fearful of what attacks and damage might still 
come. Incident response units rushed to figure out how the attack 
worked and who might be responsible.9

For Aramco’s CEO, Khalid Al- Falih, the lesson from the experi-
ence was clear: even if Aramco did not have the major online profile 
that Apple or Google did,  every modern com pany at some level was 
a technology com pany at risk of being crippled by cyber attack. 
“Never underestimate how dependent you are on your information 
technology and systems,” he said. “It’s become like oxygen. You think 
you can live without it but you  can’t.”10

As Aramco strug gled to respond, the attackers twisted the knife. 
They posted another message online, mocking the com pany for its 
lack of communication during the crisis. This message showed that 
the Ira ni ans had taken the time to do thorough reconnaissance of the 
network: it included log-in information for key routers and revealed 
Al- Falih’s email address and password. It also publicly identified 
Aramco’s vari ous cybersecurity vendors, and ridiculed the com pany’s 
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use of default passwords for some of its impor tant systems. The mes-
sage concluded by reveling in the achievement: “We think and truly 
believe that our mission is done.”11

The attackers  were proud of the lasting harm they had inflicted. 
Shamoon had decimated Aramco’s computing infrastructure.  Under 
crushing pressure to get operations  running normally again, the com-
pany hired a massive incident response team at  great expense. The 
firm also needed new hard drives in a hurry to replace the ones 
Shamoon had corrupted.  Here, the firm’s ample resources came in 
handy. Deploying its fleet of private airplanes, it flew employees to 
the factories that built the drives, mostly in Asia. Once  there, the em-
ployees outbid all other potential buyers to get the fifty thousand 
new drives the com pany required. This cost many millions of dollars, 
while raising prices and slowing shipments for other customers, 
but ensured that Aramco got its computing capacity back as fast 
as pos si ble.

It took five months and untold sums of money for the firm to fully 
recover.12 Meanwhile, even as the identity of the Aramco perpetra-
tors was subject to at least some debate in cybersecurity circles, Ira-
nian hackers  were preparing a cyber attack against their next target: 
American businesses.

Operation Ababil

The financial industry in the United States is perhaps the closest an-
alog to the oil industry in Saudi Arabia: it is both a symbol of Amer-
ican geopo liti cal might and a means of projecting and increasing that 
power. The United States had long worried about what an attack on 
the sector might look like; in par tic u lar, it worried about threats that 
could undermine consumer confidence in financial institutions. With 
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memories still fresh of how the 2008 global financial crisis had weak-
ened trust and caused a credit crunch, American government offi-
cials worried that a cyber attack might shake the faith of consumers 
and businesses all over the world.

In September 2012, Iran made this fear more than hy po thet i cal. 
The attackers called their effort Operation Ababil. To carry it out, 
they deployed a technique that  others had used for more than a de-
cade: a distributed denial- of- service attack. The operational concept 
behind this kind of attack is  simple. In the ordinary course of online 
interactions, internet servers pro cess requests and commands from 
computers all over the world, but if large volumes of meaningless 
requests and commands overwhelm  those servers, the machines 
either crash or fail to  handle the legitimate requests. A deluge of use-
less information prevents systems from functioning.

Denial- of- service attacks first came to public prominence in 2000. 
In February of that year, a fifteen- year- old Canadian named Mi-
chael Calce— much better known by his online nickname, Mafiaboy—
used the technique to knock Yahoo (then the largest search engine), 
eBay, CNN, Amazon, and  others offline. Mafiaboy’s attacks gained 
wide attention when a joint investigation by the FBI and the Royal 
Canadian Mounted Police resulted in his arrest and guilty plea.13

As the technical sophistication and frequency of denial- of- service 
attacks grew  after Mafiaboy’s escapades, a technique that teen agers 
tried out for kicks morphed into a tool deployed by government-
aligned hackers. Saboteurs all over the world developed new methods 
of crafting data to confuse or slow internet servers. In 2007, hackers 
sympathetic to the Rus sian government launched a series of denial-
of- service efforts against Estonia. The attack disrupted citizens’ 
access to the websites of government agencies, banks, broadcasters 
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and more; this interference was especially damaging in Estonia, one 
of the most technologically savvy countries on Earth.14

In the summer of 2008, a similar team of Rus sian attackers hit 
Georgia during a period of increased tension. This group of opera-
tions included denial- of- service attacks against the website of Presi-
dent Mikheil Saakashvili, as well as other Georgian targets. Some of 
the operations seemed to coincide with preplanned Rus sian military 
activities, marking the first public instance of cyber and conventional 
forces working together.15

The key to any denial- of- service attack is throwing enough of the 
right kinds of meaningless data at the targeted system to gum up its 
works. Attackers often compromise large numbers of computers 
which they then use to bombard the target. Cybersecurity re-
searchers call  these computers bots, and a group of them working 
together at an attacker’s direction is known as a botnet.

The Ira ni ans started assembling their botnet around December 
2011. Their hackers started by scanning the internet to identify com-
puters and servers that used content management software like 
WordPress, a system most commonly used for updating websites. In 
par tic u lar, the hackers looked for computers  running this software 
that had not applied security updates. Without  these patches, the 
content management software could function as a point of entry for 
the hackers. The Ira nian hackers gained access to thousands of com-
puters and servers spread all over the world using this technique.

Unbeknownst to their  owners and operators, the computers and 
servers  were now  under Ira nian control. Having gained access to 
these machines, the hackers installed their own software, enabling 
them to use the computers to send information to specific targets. 
To manage this botnet, the hackers remotely leased servers from 
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companies within the United States and elsewhere that they set up 
for command- and- control purposes.  These allowed the hackers to 
perform reconnaissance on their targets and issue  orders for the 
botnet to attack.

The hackers attacked American corporations sporadically 
throughout the first half of 2012, but the major action did not begin 
until September. On September 18, an online group appeared on 
Pastebin, a website where anyone can post information. The group 
called itself the Cyber Fighters of Izz ad- din Al Qassam, apparently 
honoring an early- twentieth- century Syrian preacher who had re-
sisted British and French rule and  later became a militant opponent 
of Zionism. Its members proclaimed their intent to attack the United 
States in retaliation for a video promoted by a controversial pastor 
that mocked and criticized Islam. The video, Innocence of Muslims,
fueled protests around the world that resulted in fifty deaths and may 
have contributed to the terrorist attack on the United States diplo-
matic compound in Benghazi, Libya, that killed the US ambassador 
to Libya and three other Americans. The Cyber Fighters announced 
that their digital protest would focus on two targets: Bank of Amer-
i ca and the New York Stock Exchange.16 The next day, the group pub-
licly added Chase Bank to the target list.17

The attackers then began a phase of attacks that lasted several 
weeks. At vari ous times throughout the day, the targeted American 
banks started to see a flood of unanticipated internet traffic from 
computers all over the world. This was an exemplar of cyber opera-
tions at their most basic:  there was no attempt to pilfer secret data, 
wipe hard drives, manipulate bank funds, or even place malicious 
code inside the target network. The goal was simply to overwhelm 
the institutions to the point that they could not transact business with 
customers online.
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Researchers mea sure the strength of denial- of- service attacks by 
examining how much data the attackers hurl at the target each 
second. The Mafiaboy attacks in 2000 succeeded by launching less 
than eight hundred megabits of data per second at their targets. Iran, 
by contrast, managed to transmit sixty- five gigabits per second, a 
massive eighty- fold increase made pos si ble in part by the rapid 
growth of the internet during that period and by Iran’s more sophis-
ticated abilities. At times, a United States indictment would  later 
note, the Ira nian operation grew even more power ful, reaching 
140 gigabits per second, or three times the entire operating capacity 
of one targeted bank.18

This much data was bound to have an impact on the banks’ net-
works. For substantial periods of time throughout September and 
early October 2012, their websites creaked  under the heavy load of 
the data that Ira nian attackers continually threw at their servers. 
As the banks and other financial institutions scrambled to improve 
their network capacity and strengthen their defenses, their cus-
tomers sometimes lost access to their online banking platforms. 
On October 8, the attackers promised that the attacks would con-
tinue as long as the video insulting Muslims remained online.19

United States government officials debated, at very se nior levels, 
how to react. At the core of the discussion was a key question: What 
were  these attacks,  really? Though they  were comparatively sophis-
ticated for denial- of- service attacks, they  were much less harmful 
than deeply penetrating espionage operations. Seeming more like 
acts of vandalism, the disruption attacks  were far less destructive 
than the attack on Aramco, which caused lasting damage and 
required the purchase of thousands of pieces of replacement equip-
ment. But the perpetrator mattered, too; the United States intelligence 
community determined fairly quickly that Iran was responsible.20 If 
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these incidents  were a contest of  wills between states, perhaps 
they required a more forceful response.

On October 11, 2012, Secretary of Defense Leon Panetta gave a 
major speech on cyber operations. His long- planned comments did 
not specifically address the current, ongoing attacks, but did call 
out Iran for the previous operation against Aramco, describing it as 
“the most destructive attack the private sector has seen to date.” As 
part of the push for cybersecurity legislation and improved defen-
sive standards, Panetta alluded to the many pos si ble dangers of 
cyber attacks. He invoked the idea of a “cyber Pearl Harbor” and 
warned of damaging strikes on critical infrastructure. He promised 
that the Department of Defense would do its best to defend against 
and hunt down attackers of significance.21 But soon enough, it 
became clear that Iran’s attacks on the banks did not meet this 
significance threshold, even as the banks’ costs for defense and 
remediation ran to tens of millions of dollars.22 The Obama ad-
ministration,  after enormous internal debate, declined to pursue an 
aggressive response.

The attackers responded to Panetta just a few days  later. They la-
beled his speech a distraction and posted what appeared to be a crude 
phallic symbol next to his name. More significantly, they announced 
that their attack would continue  because the anti- Islamic video was 
still online.23 The first phase of their operation continued for another 
week, and subsided only with the arrival of the Islamic holiday Eid 
al- Adha. For good mea sure, the Ira ni ans threw in another round of 
insults at Secretary of Defense Panetta before falling  silent.24 This 
could be construed as signaling, though it seemed mostly to convey 
anger rather than credible and calculated threats.

The attacks resumed in December and lasted into January 2013, 
but seemed to have less impact. The hackers took to posting weekly 
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updates identifying targets and claiming successes, but they did not 
attract much media attention and the financial companies got better 
at protecting themselves.25 The hackers reiterated that YouTube must 
remove par tic u lar copies of anti- Muslim videos for the attacks to 
stop, but their demand had  little impact beyond getting one posting 
taken down.26 As 2013 went on, the Ira nian attacks seemed less dis-
ruptive to the well- defended financial targets and less alarming to the 
American public, who perceived  little harm.

Throughout the operation, the attackers disavowed allegations of 
Ira nian government ties, denied any connection to the Aramco at-
tack, and argued that their sole objective was the removal of insults 
against Muslims— all claims that the American intelligence commu-
nity assessed as false.27 In real ity, the attackers worked with the Ira-
nian government, with the knowledge and apparent support of se-
nior leaders, and the attacks appeared to be retaliation for what the 
United States and its allies had done to Iran’s nuclear program. 
Whether the same hackers conducted the denial- of- service attacks 
and the Aramco attack remains unclear, but intelligence assessments 
linked both operations to the Ira nian regime’s push to build their own 
cyber capability, a billion- dollar effort motivated by the Stuxnet 
and Wiper attacks and aided in part by Iran’s close study of  those 
operations.28

Most significantly, as Operation Ababil was winding down, an 
American intelligence report predicted that Iran would continue to 
employ cyber operations in the  future. In the judgment of the report’s 
authors, Iran would not launch attacks within the United States and 
United Kingdom with the kind of lasting destructive effects the 
Aramco attack had produced. They qualified that assessment, how-
ever, by noting that ongoing events might change the Ira ni ans’ 
calculus.29 That caveat proved to be a smart one.
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Sands Casino

Sheldon Adelson is one of the richest  people in the world, with a for-
tune currently well above $30 billion. He amassed that wealth 
through his global casino business, Las Vegas Sands, with major hubs 
in the United States, Singapore, and Macau.30 Adelson uses his money 
primarily to fund two favorite  causes. First, he is one of the top po-
liti cal donors in the United States, giving hundreds of millions of dol-
lars to Republican candidates.31 Second, he is a vociferous defender 
of Israel, a country in which he controls three news outlets and per-
sonally socializes with the conservative prime minister, Benjamin 
Netanyahu.32

In October 2013, when tensions between Israel and Iran  were 
running high, Adelson spoke on a panel in New York. He used the 
opportunity to cast doubt on the potential for a diplomatic bargain 
to end the ongoing nuclear crisis. “What are we  going to negotiate 
about?” Adelson asked rhetorically. He  imagined how the discussions 
with Iran should go: “What I would say is, ‘Listen. You see that desert 
out  there? I want to show you something.’ ” The United States should 
then incinerate the area while the Ira ni ans  were watching, he con-
tinued, setting off a bomb. The detonation  wouldn’t “hurt a soul. 
Maybe a  couple of rattlesnakes and scorpions or what ever.” But it 
would send a clear message to Iran as it considered the  future of its 
nuclear program: “You want to be wiped out? Go ahead and take a 
tough position.”33 Adelson was advocating for old- school signaling.

Iran did not take Adelson’s words lightly. Its supreme leader, Ali 
Khamenei, returned fire two weeks  later, saying that the United 
States “should slap  these prating  people in the mouth and crush their 
mouths.”34 Not long  after that, Iran began devising a way to hit back 
with more than just rhe toric. Any physical strike against Adelson or 
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his properties would risk escalation and have to overcome large 
amounts of on- site security. Iran needed another option, one that was 
potent and destructive but plausibly deniable and beneath the 
threshold of traditional armed conflict. Hacking fit the bill.

Investigators  later noticed that a significant uptick in Ira nian ac-
tivities against Adelson’s com pany began about one month  after his 
appearance on the panel.  Whether through careful reconnaissance 
or blind chance, Ira nian hackers zeroed in on Sands Bethlehem, a 
small casino of Adelson’s in Pennsylvania. It had approximately three 
thousand slot machines and its own separate computer network. On 
at least three differ ent occasions in January 2014, several Ira nian 
hacking teams deployed software in a brute- force effort to access 
Sands Bethlehem’s Virtual Private Networks through employees’ 
password- protected accounts. The software’s approach was to keep 
guessing passwords  until one worked. Casino staff noticed  these 
hacking attempts but did nothing much about them. They added 
some additional security mea sures and watched as their defenses 
held for the time being.

On February 1, the Ira ni ans tried a differ ent tactic. They found a 
vulnerability in a server that the casino’s Bethlehem- based informa-
tion technology employees used only for software development and 
testing. Using this server as an entry point, the hackers  were able to 
get inside the Pennsylvania network and deploy a widely used tool 
called Mimikatz to collect employees’ passwords as they went about 
their work.  These passwords also granted access to other computers 
on the Bethlehem network, but did not work outside of Pennsyl-
vania on the global Sands network.

Within a week or so of gaining access to the network, the Ira ni ans 
caught a break when an executive from Sands headquarters made a 
work trip to the Bethlehem casino. Using an on- site computer, he 
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logged into his home network, thereby exposing his password to the 
hackers. This password, unlike all the  others they had pilfered, could 
get the hackers into the com pany’s main systems in Las Vegas. It was 
the bridge the Ira ni ans needed to get where they wanted to go.

Once in the main Las Vegas Sands network, the Ira ni ans set up 
their attack. In an operation similar to the one against Aramco, they 
targeted Sands’ data and the integrity of the com pany’s computers. 
They prepared customized malicious code that would wipe data from 
Sands’ systems, then overwrite the computers’ hard drives with 
random patterns of ones and zeroes, impeding recovery. The goal 
was to do as much damage as pos si ble, or so it seemed.

On the morning of Monday, February 10, the attackers  were ready. 
They activated the malicious code to devastating effect. It crippled 
thousands of computers and servers within the Sands network, in-
cluding three- quarters of the ones in Las Vegas. Incident response 
teams worked quickly to save what they could from the digital attack. 
Sands technicians, once they figured out what was happening, ran 
from room to room, unplugging computers before the attack could 
reach them.35 The Sands leadership de cided to disconnect wide 
swaths of the corporate infrastructure, fearful of what might come 
next— especially given that the hackers  were gathering large amounts 
of Sands private files, hinting at an espionage operation connected 
to the more obvious and destructive attack.

Even as the attack’s potency became clear, the Sands team real-
ized they had been lucky in at least one sense. The Ira ni ans’ wiping 
code had severed key links between the Sands networks in the United 
States and  those overseas. The code had inadvertently prevented it-
self from spreading to the foreign parts of the Sands empire and 
wreaking havoc  there. Most of the damage, as bad as it was, remained 
localized in the United States. A better- orchestrated attack plan, 
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more informed by pre- attack reconnaissance, would have wrought 
still more destruction.

The day  after the initial strike, the hackers kept up the assault. This 
time, they made their message unambiguously clear. They gained ac-
cess to Sands’ websites, which another com pany hosted online, and 
replaced the normal messages and images with some of their own. 
Alongside a picture of Adelson and Prime Minister Netanyahu to-
gether, they posted a map of Sands casinos with flames on it. Also 
posted was a warning: “Encouraging the use of Weapons of Mass 
Destruction,  UNDER ANY CONDITION, is a Crime.” The message 
was signed by the “Anti WMD Team.” Another taunt addressed 
Adelson directly: “ Don’t let your tongue cut your throat.”36

Next, the attackers showed that they had, in fact, been able to 
pilfer sensitive data from the com pany. They shared some employee 
information, including social security numbers.  After Sands leader-
ship publicly downplayed the attack, the hackers posted an eleven-
minute video on YouTube that first showed Adelson’s comments 
about attacking Iran and then revealed that the hackers had copied 
thousands of folders of internal com pany files, including many pass-
words for information technology systems. It was clear that the in-
cident responders’ effort to thwart the ongoing espionage operation 
had been, at least in part, too late. All in all, Sands  later estimated 
the damage at around $40 million, making it one of the most signifi-
cant cyber attacks then on rec ord.37

Signals Full of Sound and Fury

The events that many in the United States had long feared had come 
to pass, at least in miniature. With the Ira nian attacks on American 
financial institutions and on Sands, a foreign government’s hackers 
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had launched two successful cyber attacks against United States tar-
gets. With the  earlier attack against Saudi Arabia, a United States ally 
had been damaged. Each of  these attacks had interfered with key 
business functions of well- known companies and caused tens of mil-
lions of dollars in damages. Disruptive cyber attacks  were no longer 
a speculative threat, but an  actual policy  matter.

While Stuxnet and Wiper tried to shape the environment,  these 
public- facing attacks  were about signaling. But they just  were not very 
effective as signals, failing for three reasons. First, the message was 
hardly nuanced: Iran was displeased with geopo liti cal actions and 
statements. Conveying this dis plea sure revealed no new information 
about Iran’s geopo liti cal views and ambitions. Long before Shamoon, 
every observer knew that Iran and Saudi Arabia  were regional ad-
versaries. Before Operation Ababil, it was no secret that Iran was 
greatly aggrieved by Stuxnet. Similarly, the mutual enmity between 
Iran and Sheldon Adelson was widely known, even if Adelson did 
escalate the rhe toric with his call for a nuclear test in the Ira nian 
desert. Signals are an attempt to change be hav ior by revealing cred-
ible information about one’s priorities; the Ira nian operations fell 
well short of this bar.

Second, signals are more meaningful if a state commits to them. 
At best, the attacks showed that Iran was developing cyber opera-
tions capabilities, but the Ira ni ans undermined the credibility of their 
cyber operations as a tool of statecraft when the attackers’ mouth-
pieces denied ties to the Ira nian regime. Even if very few observers 
believed  these disavowals, they weakened the force of the threat. 
Whereas military mobilization and other forms of traditional sig-
naling are credible  because they imply clear and lasting commit-
ment, the public denials made the Ira nian efforts seem like one- off
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operations. The Aramco attackers’ claim that their mission was com-
plete also undercut any impression that this was a concerted at-
tempt to bargain for a new geopo liti cal status quo. In this sense, the 
attacks  were impulsive; Keith Alexander, the director of the NSA 
during the Ira nian attacks,  later said that Iran was an unpredictable 
adversary  because it did not calculate in its hacking operations but 
rather “ will act emotionally.”38

Third, a key ele ment of nuanced geopo liti cal signaling is having 
the capacity to inflict carefully mea sured amounts of vio lence, with 
the threat of more to come. The Ira nian attacks all failed in this re-
gard. In each case, the par tic u lar cyber capability was mostly spent 
as soon as the attack was launched. In the cases of Aramco and Sands, 
the Ira ni ans burned much of their access and capability with the at-
tack, and in the denial- of- service campaigns, the additional harm that 
could be inflicted was minimal. Even when the Ira ni ans inflicted less 
damage than they might have, as in the Sands attack, the limitation 
did not come across as deliberate signaling but seemed much more 
likely to be an error on the part of the attackers.

Absent any capacity to escalate further or credibly suggest addi-
tional power to hurt American interests, the attacks  were disruptive 
but insufficient to change American or Saudi be hav ior. The Sands at-
tack was at the time the most devastating cyber attack on United 
States soil, but former NSA and CIA director Michael Hayden said 
that even it would not require a major government response. “If this 
would have come across my desk when I was in government, I would 
have just put it in the outbox,” he said, implying that,  because 
Sands was not a government entity, an attack on Sands need not be 
treated as an attack on Amer i ca.39 Similarly, Saudi Arabia does not 
appear to have meaningfully retaliated, though its relationship with 
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Iran has worsened for a variety of reasons. Nor does Adelson appear 
in any way to have warmed up to the Ira nian regime or wavered in 
his public support for Israel.

Even as the Ira nian attacks failed as a tool of signaling, they re-
vealed a  great deal about the continuing evolution of cyber opera-
tions. They marked the opening of a new chapter in the developing 
story of cyber attacks, one in which states beyond top- tier powers 
like the United States or Rus sia began deploying  these new kinds of 
capabilities for their own use. More significantly, the Ira nian attacks 
introduced the new phenomenon of cyber attacks designed to be no-
ticed, even if  these early examples  were not terribly effective as sig-
nals. They showed that attacks of this sort could cause damage and 
yet not prompt retaliation. Another foreign state might take the Ira-
nian example and up the ante still further, increasing its potency to 
try to send more specific, credible, and calibrated signals. And be-
fore 2014 was over, one did.
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Coercion

“I NEVER THOUgHT I’D BE  HERE BRIEFINg ON A BAD SETH ROgEN MOVIE,

sir,” an Obama aide said to the president. It was a preamble to an in-
telligence discussion in the White House. Obama asked how he 
knew the film in question, The Interview, was a bad one. The aide 
had a ready comeback: “Sir, it’s a Seth Rogen movie.”1

While WarGames kickstarted President Reagan’s interest in cy-
bersecurity and  There  Will Be Blood served as an inspiration of sorts 
for some of the NSA’s counterintelligence efforts, The Interview
caused an  actual cyber attack all by itself. The film was a buddy 
comedy featuring Rogen and costar James Franco playing a pair of 
media personalities aiding a CIA- orchestrated assassination of Kim 
Jong-un.

There was no way that the movie could be anything but provoca-
tive. Its title was originally Kill Kim Jong- un and its original final 
scene featured the explosion of the leader’s face. Placing the film in 
a real country gave the movie an “edge,” according to the produc-
tion team. Amy Pascal, the cochair of Sony Pictures Entertainment, 
loved the screenplay. Test audiences found the film appealing.2
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The government of North  Korea saw  things a  little differently. 
After The Interview’s trailer was released in June 2014, North 
Korea’s foreign minister put out a harsh statement condemning the 
United States government. North Korean officials perceived the film 
as an aggressive act meant to insult their leader, one that came from 
the White House. They said the movie was the result of the United 
States “bribing a rogue movie maker” rather than an in de pen dent 
act of  free expression or satire. To produce a film “insulting and 
assassinating the supreme leadership” was “terrorism” and a “war 
action,” and the regime would meet it with a “strong and merciless 
countermea sure.”3

Nevertheless, production continued apace. Sony executives ap-
parently talked to United States officials  after the North Korean 
saber- rattling, but neither side seemed overly concerned about the 
possibility of North Korean escalation.4 Rogen weighed in with a 
snarky comment on Twitter: “ People  don’t usually wanna kill me for 
one of my movies  until  after  they’ve paid 12 bucks for it.”5 Though 
some parts of the film, such as the final scene, ended up softer than 
the filmmakers had originally envisioned, in the fall of 2014 it seemed 
on schedule for its  grand debut in theaters on one of the biggest box-
office dates of the year: Christmas Day.

While The Interview got  little attention within the United States 
policymaking community, it is fair to assume that the movie was a 
major priority for North  Korea throughout the last half of 2014. The 
film presented a challenge of coercion, a theoretical construct of 
great renown during the Cold War. More specifically, it was a type 
of coercion known as compellence, in which one side  causes its ad-
versary to change course. Could the North Koreans force an Amer-
ican movie com pany (acting, according to their version of real ity, at 
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the behest of the United States government) to back down? What 
costs could it impose to make Sony recognize that the prob lem was 
serious, and what additional harms could it threaten to compel a 
change in be hav ior?

Coercion is one of the bedrock goals of foreign policy, as it offers 
the possibility of attaining desirable outcomes without full- scale con-
flict. It is signaling in its purest form. Whereas Iran was  limited to 
retaliating for past be hav ior and actions it did not like, North  Korea 
had an opportunity, in advance of The Interview’s release, to force 
Sony to change its mind.

To do so, North  Korea turned to its arsenal of cyber capabilities. 
The regime had come a long way since 2009, when a United States 
National Intelligence Estimate had largely disparaged its hacking ef-
forts.6 In 2011, North Korean hackers had targeted a range of South 
Korean critical infrastructure, media, and financial targets, though 
they made no attempt to steal money. The next year, they had hacked 
a differ ent South Korean media organ ization, and just a year  after 
that they had executed a wiping attack against computers in South 
Korean banks and news outlets.7 The attacks showed remarkable 
technological capability for a country where 40  percent of the pop-
ulation is malnourished.8

Now, a year  after the notable attacks in South  Korea, North  Korea 
had a major American film studio in its sights. The resulting effort 
would become one of the most hyped— though poorly- examined—
cyber operations in history and one that would foreshadow the in-
creasing use of leaks as a strategic tool. In carry ing out the operation, 
the North Koreans provided an excellent example of the allure of 
cyber coercion but also of its stark limits.9



ttack 

The Attack

On September 24, 2014, an employee at Sony Pictures Entertain-
ment received an email that appeared to be from a person named 
Nathan Gonsalez. Gonsalez’s email address was bluehotrain@hot-
mail . com. Inside the email was a link that, when clicked, appeared 
to open a video file relating to the advertising of another business. 
Included in the file’s name  were the words “video” and “Adobe 
Flash”— presumably  there to mislead an employee into thinking 
this was a media clip that would play in the Flash software com-
monly used at the time. Curiously, the email was signed not with the 
name Nathan Gonsalez, but with the name of an executive at another 
business.

Like so many  others, this email was not at all what it appeared to 
be. It was not from Nathan Gonsalez or the other business executive. 
Bluehotrain@hotmail . com was not a normal internet user’s email ad-
dress. The purported video of another business’s advertisements 
was in fact something much more dangerous. The attachment was an 
executable file designed to load malicious code onto the employee’s 
computer. Once on a recipient’s computer, the malicious code exe-
cuted the North Korean hackers’ first preset instruction: connect to 
five IP addresses specified in the code.  These IP addresses  were 
under the control of the hackers, and included one located in China. 
Once the malicious code reached out for further commands, the 
computers at the addresses sent out instructions on what to do next. 
The code checked in at least seven times between September 24 and 
October 6.

The North Koreans used this code to expand inside the Sony net-
work from a foothold to a much wider presence. The malicious code 
could map the network’s directories of files, make copies of informa-
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tion in the targeted computers’ memory, deploy malicious code to 
the Sony network, and wait silently for further instructions.10 In 
short, the malicious code had a full complement of features, allowing 
the hackers to control its activities in Sony’s network from afar.

Because the North Koreans  later did so much damage to Sony’s 
network, destroying vital evidence in the pro cess, it is hard to con-
struct a blow- by- blow account of what happened next.  There is no 
doubt, however, that the hackers spent a  great deal of time in the fall 
of 2014 traversing Sony’s systems. They gathered large amounts of 
information on the inner workings of the network, accessed key 
servers and file storage drives, and performed the reconnaissance 
necessary to enable their eventual attack. One analyst  later concluded 
that,  after the hackers found their initial access point, it was “highly 
likely that they had gained unfettered access to the entire network 
prior to the attack”— all without Sony noticing their intrusion.11 The 
hackers also used this access to gather up vast troves of information 
that Sony wanted to keep confidential, including private emails and 
managerial documents.

On November 21, two months  after their initial spear- phishing 
success, the North Koreans  were ready to act more aggressively. They 
sent an email to five top Sony executives claiming to represent a 
group called “God’sApstls.” In that message, they issued a warning 
in broken En glish: “We’ve got  great damage by Sony Pictures. The 
compensation for it, monetary compensation we want. Pay the 
damage, or Sony Pictures  will be bombarded as a  whole. You know 
us very well. We never wait long. You’d better behave wisely.”12 One 
se nior executive who was sent the message  either chose to ignore it 
or failed to see it in his overflowing inbox. Another intended recip-
ient never got it  because of her spam filter.13 At least one recipient 
did see it and forwarded the email to the FBI, according to Sony.14 
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Given its unspecified threat and ambiguous meaning, the email was 
apparently dismissed or overlooked. The hackers, however, con-
tinued to escalate.

On November 22 or 23, the North Korean operators delivered a 
piece of malicious code known as Destover across the Sony network. 
This step marked the end of the espionage phase of their mission, 
during which they had gathered all sorts of internal private informa-
tion from Sony Pictures. Now,  after Sony executives failed to ac-
knowledge their threat, it was time to attack. Destover was the tool 
that made it pos si ble.

The hackers set up the attack in Sony’s network in a structured and 
regimented fashion. Destover’s architects designed it to avoid some 
of the cybersecurity protections commonly deployed on Win dows 
machines. When hackers loaded it onto a target machine and acti-
vated the malicious payload, the code would run through a preset se-
quence of events to do as much damage as pos si ble. The hackers 
deployed several copies of the Destover code at once, orienting each 
toward a differ ent part of the target computer. Together,  these copies 
executed the combined attack.

The first copy aimed at the master boot rec ord— the same central 
repository of vital information on a computer’s hard drive that Ira-
nian hackers had targeted in the Shamoon attack. What worked in 
Saudi Arabia worked against Sony, too. For each targeted machine, 
the Destover code iterated through the hard drives connected to the 
computer and tried to identify and overwrite the master boot rec ord 
on each.

With the master boot rec ord corrupted, the data was pre sent but 
mostly inaccessible, though computer forensic techniques could have 
recovered it and helped restore operations. To thwart this recovery, 
the next copy of Destover aimed not at the master boot rec ord but 
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at the data itself. For each hard drive connected to the target com-
puter, Destover examined  every file it could find, iterating through 
all the folders on the system. If it found what looked like a data file 
that might be valuable to the user, Destover overwrote it with other 
information to make it harder to recover. It then tried to delete the 
file from the hard drive entirely. Along the way, this copy of Destover 
also deleted files that  were not data files, such as software programs, 
doing still more damage.

The third part of the attack sequence did not do any damage at 
all. Instead, this copy of Destover served up a web page, an image, 
and a sound file of the hackers’ choosing. This show had  little opera-
tional effect on the target systems but was meant to deliver a clear 
message about who was responsible and why, with a direct warning 
that more damage could follow.15 Once the Destover code executed 
this step, it would be obvious to all that a massive cyber attack was 
underway. In this sense, the attack on Sony was more similar to 
the Ira nian operations than it was to Stuxnet and Wiper. The North 
Koreans wanted every one to know.

On November 24, the Monday before Thanksgiving, the attack 
began. The three instances of the Destover code worked in parallel 
on machines all across the Sony network. Computers and servers 
stopped working. Employees saw the image of a skeleton  under the 
banner “Hacked By #GOP”— the abbreviation of the hackers’ self-
styled name, Guardians of Peace.  Under this banner came a new mes-
sage: “We’ve already warned you, and this is just a beginning. We 
continue till our request be met. We’ve obtained all your internal data 
including your secrets and top secrets. If you  don’t obey us,  we’ll re-
lease data shown below to the world. Determine what  will you do 
till November the 24th, 11:00 PM (GMT).” Below this text  were five 
links, each to a repository of internal Sony information and files.
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Among the thirty- five hundred employees on the Sony campus in 
California, the message quickly earned the nickname “the screen of 
death.”16 More accurately, though, the image was a smokescreen of 
sorts, distracting the target while the other copies of Destover 
wreaked havoc on their computers. Some Sony employees managed 
to thwart the hackers’ destructive computer code and save their ma-
chines by quickly unplugging them. The majority, though, did not 
know what to do when they saw the gruesome picture. While they 
consulted with coworkers or sounded the alarm internally, Destover 
wiped their files away.

The total damage was tremendous. One estimate suggested that 
the Sony studio lost 70  percent of its computing power in the attack.17

Key servers went down. The com pany scrambled to take even more 
systems offline in an attempt to limit the damage. The shops on the 
campus switched to cash- only. Word spread quickly among the work-
force: disconnect every thing pos si ble from the corporate network. 
As a result, employees could not do their jobs nearly as well. One 
Sony employee told a reporter that it was as if the com pany had been 
transported more than a de cade into the past, before the internet was 
ubiquitous in offices.18 Like Aramco and Sands Casino before it, Sony 
quickly discovered how impor tant computers  were to its everyday 
business.

The firm did its best to try to keep  things working. Employees 
relied on personal email accounts and hand- delivered files and 
scripts.19 Someone found 190 old BlackBerrys in a basement and 
gave them to executives and key employees.20 The accounting de-
partment tried to find old machines so that it could pay staff on 
time.21 Executives set up a command center in the studio’s Gene Kelly 
building, named for the famed actor and dancer, but  were unsure 
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what to do. From  there, they sent out messages to employees on 
paper, urging resilience.

Sony’s leaders worried that the hackers would do still more 
damage. In par tic u lar, they  were anxious about the hackers’ stated 
11:00 pm deadline on November 24. But that hour came and went 
without further destruction or communications. Top executives pre-
pared a message to be delivered on paper to employees as they ar-
rived on November 25. Despite the unusual circumstances, it read 
like standard corporate- speak: “We want to thank you for all your 
hard work, innovative thinking and positive attitudes as we work to 
resolve the system disruption that we are experiencing.”22 With the 
attack seemingly over, leadership cautioned that it might take  until 
after the Thanksgiving holiday to get  things back on track.23

The Leaks

On November 25, copies of Sony’s unreleased movies began ap-
pearing online. The hackers posted Annie, a remake of the famous 
musical, and the biopic Mr. Turner, both of which  were scheduled 
for release in December. Still Alice and To Write Love on Her Arms
also cropped up on multiple file- sharing websites. So did Fury, star-
ring Brad Pitt, which had only recently debuted in theaters. Sony ex-
ecutives scrambled to get the illegal copies taken down, but in some 
cases it was too late. More than 1.2 million  people illegally obtained 
Fury in just the first five days  after the hackers put it online, and hun-
dreds of thousands more pirated the other films.24 The surprise ap-
pearance of  these five movies gave Sony’s management fresh cause 
for alarm. The cyber operation against the studio was not over, but 
merely entering a new phase.
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Things got much worse. On the morning of Saturday, Nov ember 28, 
several journalists received unusual emails. Among them was Kevin 
Roose, a se nior editor at the media startup Fusion.25 The sender 
claimed to be the “boss” of the group that had hacked Sony. The mes-
sage referenced the leaked movies that  were still online and then of-
fered a tantalizing prize: access to a trove of internal Sony files. They 
claimed it was “tens of terabytes in size”— a tremendous hoard.26 They 
told Roose that links to some of the files  were hosted on Pastebin, a 
favored site of hackers, and accessible with a password alluding to a 
hoped- for demise of Sony Pictures Entertainment: diespe123.

Roose said  later that when the email first arrived, he was sure it 
was spam. Nonetheless, he opened it “on a whim.”27 He found that, 
remarkably, the sender delivered the goods. Roose now had access 
to twenty- six repositories of private data from within the Sony movie 
studio. Roose emailed Sony’s communications department seeking 
comment on the leak. They did not get back to him.28

Predictably, Roose and other journalists then began writing sto-
ries. Roose’s first piece, published on December 1, focused on the 
sort of spreadsheet that  every com pany wants to keep private: a list 
of salaries. The sheet showed a striking pay gap between men and 
women at the com pany, underscored by the fact that, of the seven-
teen executives making more than one million dollars per year, six-
teen  were men (of whom fourteen  were white) and only one was a 
woman.29 The next day, Roose revealed that the leak included per-
sonal information, including social security numbers and birth dates, 
for more than thirty- eight hundred Sony employees.30 Soon, a series 
of identity theft attempts suggested that criminals  were beginning to 
use this data.31

Roose wrote that other pilfered files included information on fired 
Sony employees, including the cost of their severance pay. The trove 
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featured detailed per for mance reviews for many employees at the 
com pany, including man ag ers’ judgments on, for example,  whether 
they  were “flight risks.”32  There was even a cache of leaked files re-
lating to the salaries of thirty thousand employees at Deloitte, the ac-
counting firm; evidently a Sony employee had previously worked 
there and had departed with the files in hand. The North Koreans’ 
wide net swept them up, like so much  else.33

Sony now had employee relationship crises and public relations 
crises on top of its data and network crises. Its employees, most of 
whom had nothing to do with The Interview, found themselves in a 
foreign government’s line of fire. The skeleton image on computer 
screens the week before and the massive disruption to business had 
seemed absurd but disconnected from individuals. Only  after the re-
lease of private information did the consequences feel personal. As 
one employee put it to Roose, “Last week when we came into the 
offices, we  were like, is this a joke? It got real when the Social Secu-
rity numbers got released.”34  People quickly grew frustrated with a 
perceived lack of communication from corporate executives and the 
futility of the credit- monitoring ser vices Sony had provided.35 Some 
took  matters into their own hands, emailing Roose and other jour-
nalists to see if their personal data was in the files posted online. 
Without exception, it was.36

On December 5, the North Koreans ramped up the pressure. In 
an email to many Sony employees, they ordered recipients to reg-
ister their personal objection to their employer’s actions, but the 
North Koreans did not specify what this objectionable activity was. 
The email contained a clear threat, warning each employee that a sig-
nature was required “if you  don’t want to suffer damage. If you  don’t 
[sign], not only you but your  family  will be in danger.”37 Given the 
volume of personal employee information, including home addresses, 
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already made available, this threat was not as far- fetched as it might 
other wise have seemed. As the situation escalated, the North Korean 
news agency issued a thin denial, saying the government was not re-
sponsible for the operation but praising it as a “righ teous deed.”38

The following Monday, December 8, the hackers served up the 
clearest indication yet of their motives. In a message posted online, 
they wrote that “We have already given our clear demand to the man-
agement team of SONY, however, they have refused to accept. . . .
We are sending you our warning again. . . .  Stop immediately showing 
the movie of terrorism which can break the regional peace and cause 
the War! You, SONY & FBI, cannot find us. . . .  The destiny of SONY 
is totally up to the wise reaction & mea sure of SONY.”39 While many 
employees and analysts had already assumed that the hack was re-
lated to The Interview, this message appeared to provide clear con-
firmation that the ultimate goal of the operation was not to damage 
Sony but to coerce it into canceling the par tic u lar film that offended 
North  Korea so much.

The December 8 message was overshadowed by the avalanche of 
new files that accompanied it. Included in this wave  were thousands 
of Sony contracts, showing what the firm had paid for all sorts of ser-
vices, and financial forecasts for upcoming movies.  There  were also 
dozens of scripts of upcoming films and dozens of the market anal-
yses that went into decisions to green- light new movies, plus studies 
of leading Hollywood stars’ popularity and detailed contact informa-
tion and aliases for many famous actors and actresses. Documents 
related to ongoing litigation and other legally sensitive  matters also 
appeared in this latest trove.40

These files  were not the juiciest part of the leak, however. That 
distinction went to the emails of Amy Pascal. As the cochair of Sony 
Pictures Entertainment, Pascal was one of the most power ful  people 
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in Hollywood. She was responsible for major decisions to produce 
some films and pass on  others. Every one in Hollywood seemed to 
know her, thanks in part to her indefatigable efforts to keep in touch 
with a wide range of stars, producers, and executives— most fre-
quently by email.

During their several- months- long reconnaissance of Sony’s net-
works, the hackers had copied approximately five thousand of Pas-
cal’s messages. Now, they had dumped them online. The opinions of 
Pascal and some of her colleagues— often expressed in blunt, irrev-
erent, or rushed ways, with the expectation that messages would be 
received in confidence— were exposed for all to see. For all  those who 
wondered what happened  behind the closed doors of a Hollywood 
movie studio, the airing of Pascal’s messages was a salacious gift.

The unvarnished emails  were revealing and often unkind. In the 
midst of heated negotiations over a Steve Jobs biopic with a screen-
play by famed writer Aaron Sorkin, producer Scott Rudin called 
movie star Angelina Jolie a “minimally talented spoiled brat” with a 
“rampaging spoiled ego.” Pascal labeled Leonardo DiCaprio’s be-
hav ior “despicable.” Other Hollywood machinations leaked out into 
view, including Pascal’s attempts to get the fierce and often profane 
Rudin to help fend off a fight over acclaimed director David Fincher.41

Another email exchange between the two featured racially charged 
comments, as they joked that Pascal might ask President Barack 
Obama, whom she was about to see at a fundraiser, if he liked Django 
Unchained, 12 Years a Slave, or The Butler— all films with African-
American stars.42

Other leaked emails included messages between Pascal and her 
husband, Bernard Weinraub, formerly a New York Times journalist. 
These stirred controversy  because, in addition to revealing conver-
sations between husband and wife, they suggested that Weinraub had 
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been given an advance look at a piece about Pascal by New York 
Times columnist Maureen Dowd.43 Both the Times and Weinraub 
denied that the piece had actually been shared before publication, 
and  there is no evidence to the contrary. Still, the messages provided 
tantalizing hints of the hidden lives of media moguls.44

Major news outlets and their reporters could not resist  these kinds 
of stories. Names like Jolie, Sorkin, and Fincher could generate clicks 
all on their own, but the addition of closed- door negotiations, acri-
mony between executives, and overly cozy relations between Hol-
lywood and the press boosted readership to new levels. Web- based 
media outlets like Gawker and BuzzFeed feasted on the Pascal emails, 
quoting them at length and using them as sources of color for their 
entertainment reporting.45 More staid outlets such as the New York 
Times, Wall Street Journal, and Los Angeles Times joined the fray, 
covering the story in detail from the earliest leaks through Pascal’s 
ouster in February.46

Some critics pushed back hard against this sort of media coverage. 
Aaron Sorkin wrote in the opinion section of the New York Times
that “ every news outlet that did the bidding of the Guardians of Peace 
is morally treasonous and spectacularly dishonorable.” Borrowing a 
basketball meta phor, he wrote that the hackers “just had to lob the 
ball; they knew our media would crash the boards and slam it in.”47

Others, including the New York Times public editor, Margaret 
Sullivan, countered that the Sony emails contained “legitimate news” 
content.48

Debates over journalistic ethics aside, the hackers had stumbled 
across something power ful. Their operation against Sony was an 
attack, first and foremost, and one that dealt a severe blow to the 
com pany’s computing infrastructure. But the part that got the most 
lasting public attention was the parade of stories that came from the 
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hackers’ data dumps. Even several years  later, the New York Times
and  others would still focus on what the email leak and dismissal of 
Pascal meant to the industry and to her.49 It was as if Sony  were a 
piñata, and the real event came only  after the blow, when its innards 
poured out for all to see.

To Release or Not To Release?

On December 16, with The Interview’s planned Christmas Day na-
tionwide release just over a week away, the North Koreans continued 
to raise the stakes. “Soon all the world  will see what an awful movie 
Sony Pictures Entertainment has made,” they wrote as they dumped 
the emails of Sony’s CEO, Michael Lynton. “The world  will be full 
of fear.” Most strikingly, they threatened terrorism and vio lence at 
theaters that showed the movie: “Remember the 11th of Sep-
tember 2001. We recommend you to keep yourself distant from the 
places at that time. (If your  house is nearby, you’d better leave.)”50

The reaction to the physical threat was enormous. Costars Rogen 
and Franco canceled all media appearances.51 Sony nixed The In-
terview’s New York premiere. The day  after the hackers’ threats, 
December 17, the major movie theater chains in the United States 
de cided not to show the film due to concerns about safety and 
Sony’s wavering commitment.52 The National Association of Theatre 
Owners, a trade group representing in de pen dent cinema operators, 
issued a statement on behalf of its members advising that some might 
put off showing the movie. With theater  owners balking, Sony can-
celed the holiday debut and considered distributing the movie only 
through video- on- demand ser vices.53  After further deliberation, 
however, it de cided against distribution of the movie altogether, and 
publicly announced it had “no further release plans.”54
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In a message sent privately to Sony executives on December 18 
but obtained by CNN, the North Koreans called the com pany’s de-
cision “very wise.” At the same time, they added new demands: “Now 
we want you never let the movie released, distributed or leaked in 
any form of, for instance, DVD or piracy. . . .  And we want every thing 
related to the movie, including its trailers, as well as its full version 
down from any website hosting them immediately.” In short, they 
wanted Sony to make it as though The Interview had never existed. 
The hackers reminded Sony management that “we still have your pri-
vate and sensitive data.” Yet they pledged to “ensure the security of 
your data  unless you make additional trou ble.”55 It was as clear as a 
coercive threat could get, though it paled in comparison to the threat 
of physical harm that had come two days before.

By this point, it was also reasonably clear that the North  Korea 
government had carried out the operation. On December 19, the FBI 
weighed in, stating that its investigation had concluded as much.56

While the notion of North Korean culpability met with some skep-
ticism at the beginning, particularly from media outlets and cyber-
security firms seeking attention, the evidence soon became clear.57

In January, the New York Times reported that the NSA had hacked 
the North Korean networks for intelligence purposes and had addi-
tional sources inside the country, giving the United States  great 
insight into North Korean operations.58

After the FBI’s announcement of North  Korea’s responsibility, 
President Obama weighed in. In his end- of- year news conference, 
he panned Sony’s decision, though he said he understood its con-
cerns. “I think they made a  mistake,” he said. “We cannot have a 
society in which some dictator someplace can start imposing censor-
ship  here in the United States.  Because if somebody is able to in-
timidate folks out of releasing a satirical movie, imagine what they 
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start  doing when they see a documentary that they  don’t like or news 
reports that they  don’t like.” Even worse, he continued, would be the 
chilling effect if “producers and distributors and  others started en-
gaging in self- censorship  because they  don’t want to offend the sen-
sibilities of somebody whose sensibilities prob ably need to be 
offended.”59

Criticizing North  Korea’s action and Sony’s response was one of 
the few cards Obama could play. No  matter how impor tant the idea 
of freedom of speech was, every one knew the United States was not 
going to war in the Korean peninsula over The Interview. While the 
United States could and did impose more sanctions, no one thought 
that a bit more economic pressure on the most isolated country on 
Earth would change its thinking. Likewise, while the United States 
eventually indicted the North Korean hackers, any expectation that 
they would be extradited to face trial was laughable. Presidential 
naming and shaming was the only real option left.

Michael Lynton, the top Sony Pictures executive, responded di-
rectly to Obama’s criticism. “I  don’t know exactly  whether he under-
stands the sequence of events that led up to the movie not being 
shown in the movie theaters,” Lynton said. “Therefore I would dis-
agree with the notion that it was a  mistake.” He went on to suggest 
that Sony still wanted to show The Interview. “We have not given in. 
And we have not backed down. We have always had  every desire to 
have the American public see this movie.” But with distributors 
scared by the threat of North Korean cyber attacks and terrorism, 
the studio also had  limited options.60

Nevertheless, for the filmmakers of The Interview, Obama’s com-
ments seemed like the turning point, the moment when the cavalry 
arrived. Lynton reached a deal with Google—no stranger to foreign 
cyber attacks—to help distribute the film online. A few hundred 
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like image. While American presidents and other demo cratic 
leaders accept that relentless criticism and unflattering portrayals 
come with leading a  free society, Kim Jong-un certainly did not. It 
was thus an obvious North Korean national priority to bury The 
Interview.

Second, North  Korea could communicate clearly and credibly. 
Sony knew, at least abstractly, the danger it courted when it gave The 
Interview the green light. The North Korean government expressed 
its dis plea sure and warned of serious consequences months before 
the movie was scheduled for release. While Sony doubted  these ini-
tial threats, it knew with certainty by the time the cyber operation 
unfolded in the fall that the hackers  were serious. The North Koreans 
were able to share their views directly by emailing Sony executives 
through thinly disguised personas or posting their missives online.

Third, North Korean hackers could do real harm to Sony. By so 
thoroughly penetrating the com pany’s network, they gained the ca-
pacity to steal information and destroy computer systems. Their re-
connaissance collected at least thirty- eight million files from Sony’s 
network, including plenty of juicy tidbits, corporate secrets, and per-
sonnel details. The North Koreans’ access was so extensive and their 
attack code so power ful that they could launch a devastating opening 
blow.

Fourth,  after decimating Sony’s computing infrastructure, the 
North Koreans could still credibly threaten to do more harm. The la-
tent power to hurt was obvious. The cascade of file dumps suggested 
that the North Koreans would not hesitate to escalate the damage to 
Sony if its executives did not comply. Nor would this power to hurt 
diminish anytime soon; the files  were in North Korean hands, and 
nothing could bring them back. North  Korea held the cards and 
every one knew it.
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Fifth, as much as The Interview meant to North  Korea, for Sony it 
was just one film among many. The silly comedy was expected to do 
decently at the box office, not to be a blockbuster with any real 
staying power. Sony’s initial decision to cancel The Interview sug-
gested as much. Other studios realized this, too. As the showdown 
continued, Fox backed out of another edgy film set in North  Korea, 
which had been set to star Steve Carell and begin production in 
March.63

Yet, even in such ideal conditions, signaling via cyber operations 
came up short. Despite the high importance of the film to North 
Korea, the clear communication of that importance, the punishment 
for noncompliance, the obvious threat of more digital punishment, 
and the fairly low stakes for Sony, North  Korea was not able to get 
what it wanted. Indeed, it was only when the North Koreans threat-
ened physical harm, rather than digital destruction, that the film truly 
seemed in jeopardy. In the end, The Interview transformed from a 
movie likely to have a short shelf life into a cause célèbre for democ-
racy and freedom of speech. And the North Koreans had to come to 
terms with the fact that, despite all their perceived advantages, their 
cyber coercion attempt had failed.
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Testing and Demonstration

IN THE PARADE OF  IMAgINED CYBER ATTACKS, the blackout has always 
been the  grand marshal. The prospect of a country plunged into dark-
ness has resonated far and wide. Its specter is summoned in sensa-
tionalized reporting and blockbuster films. Time and time again, 
scholars and officials have warned of the damage a blackout could do. 
Some say an attack on the power grid would cost hundreds of bil-
lions of dollars.  Others worry about all the critical national security 
systems that depend on the civilian supply of electricity.1 Insurance 
documents calculate the tens of millions of  people who would be left 
in the dark, while big- name journalists write books— thin on 
evidence— with titles like Lights Out.2 Cyber attacks are intrinsically 
difficult to portray visually, so it is the dangerous darkness of night 
that has become the defining image of cyber war.

Indeed, tests have shown that cyber operations could in fact 
destroy the key components of the industrial control systems that 
comprise the electric grid. In 2007, the United States government 
conducted a notable public demonstration of such an attack. The 
Department of Energy vividly showed how a mere twenty- one lines 
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of the right computer code could cause the physical destruction of a 
diesel power generator. By rapidly opening and closing the system’s 
breakers, the code forced the generator out of sync and exerted 
tremendous stress on its physical components; to use a common 
analogy, it was akin to the stress placed on a car’s transmission when 
a driver shifts into reverse while the car is speeding forward. In the 
dramatic video, the power generator starts to smoke and shake be-
fore finally succumbing to the effects of the cyber attack. Eventually, 
components break and fly off at high speeds, some landing many feet 
away.3

This is the backdrop of dread against which the long- anticipated 
blackout fi nally did arrive— and ironically, did not garner nearly as 
much attention as one might expect. The power outage occurred in 
Ukraine, a country that was embroiled in a growing conflict with 
Rus sia and impor tant for American strategic interests, but far from 
the US public’s consciousness. It happened just two days before 
Christmas in 2015, when much of the news media had moved into 
holiday mode. Many reporters, too,  were focused on the 2016 US 
presidential primary elections starting in February. But the funda-
mental reason for the muted media coverage was that, contrary to 
what sensationalized predictions had primed the world to fear, the 
blackout was neither permanent nor overwhelming. It plunged hun-
dreds of thousands of  people into darkness for six hours, but did not 
devastate cities or starve populations as some had warned an all- out 
cyber attack could.

A year  later, nearly to the day, hackers hit the Ukrainian power 
grid again. Once more, key parts of the country went without elec-
tricity. Again, the case received only a smattering of headlines, having 
been sidelined by another holiday week and the swirling controver-
sies of the Trump administration’s ongoing transition. The conven-



Testing and Demonstration 189

tional wisdom seemed to have shifted: if the long- anticipated cyber 
Pearl Harbor had come, it had taken the form of Rus sian election in-
terference (the subject of Chapter 10), not power grid sabotage re-
lated to a territorial dispute in Eastern Eu rope.

With the benefit of hindsight, and thanks to the work of some dili-
gent investigators, the story takes on more importance. Three big 
lessons have emerged from the blackouts in Ukraine. First, this case 
counters the claim that cyber operations are the new nuclear opera-
tions, capable of destroying socie ties in a single blow with a weapon 
fired from afar. Even allowing that  future blackouts might be more 
destructive, the force of cyber capabilities  will remain well short of 
what nuclear weapons can do. Ukraine provides more evidence that 
the common analogy simply does not hold up.

Second, the blackouts rebut the notion that cyber operations are 
akin to conventional operations, in which states deploy widely un-
derstood capabilities in ways other states know how to interpret. 
Because the attackers in Ukraine showed a restraint or impotency 
that did not lend itself to easy explanation, observers could variously 
view the blackouts as a signal, a test, or a failure. Even in the context 
of the irregular conflict in Ukraine, in which Rus sia has used a wide 
range of military and intelligence capabilities to advance its interests, 
it is not apparent what par tic u lar purpose the blackouts served. In 
general, the goals of hacking operations are less clear than many 
scholars and policymakers assume, and they are obscured still fur-
ther by technical complexity. Even when the real- world effect is ob-
vious, signaling intentions with cyber capabilities is still difficult.

Third, the blackouts show that operational art and practice  matter. 
Orchestrating the attacks required months of preparation, reconnais-
sance, and code development— all pro cesses where even minor 
mistakes can have substantial effects. Understanding  these steps and 



ttack 

what they might mean requires a similar level of operational exposi-
tion. Exploring the nuances of the attacks requires telling the story 
in full.

The First Blackout

Ukraine has twenty- four regions, each served by a differ ent power 
com pany. In 2015, Rus sian hackers sent socially engineered emails 
to system administrators and information technology staff at three 
of  these utilities. Attached to the emails was a Microsoft Office file 
with malicious code tucked inside. When the email recipients opened 
the document, their computers prompted them to enable a macro, 
an Office feature that automates tasks and can execute certain kinds 
of computer code. Hackers had used the macro trick for de cades, but 
it still proved an effective means of gaining access.

Once the users turned on macros, a piece of malicious code known 
as BlackEnergy3 installed itself to their computer hard drives. The 
code served as an initial foothold for the Rus sian hackers. It opened 
up a communication channel through which they could issue com-
mands from afar and deliver still more malicious code to run on the 
infected machine. At this point, the hackers  were able to begin their 
operations inside the targeted Ukrainian power companies’ com-
puter networks.4

The power companies had wisely  adopted a strategy of network 
segmentation and multiple layers of defense so that a single carelessly 
clicked link or duped user could not expose the  whole electricity 
supply to hackers. To protect their most critical systems, the com-
panies isolated the computers that managed the electric grid from 
the ones that handled other corporate functions. System administra-
tors placed a firewall between the two network segments to keep 
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intruders out. This meant that the hackers, having gained access to 
the corporate side of key Ukrainian critical infrastructure networks, 
still had a lot of work to do before they could pivot to the operational 
side with the systems they wanted to attack.

Hackers frequently encounter this sort of roadblock, especially 
when operating against more sophisticated targets. Sometimes, to 
get around security protections, signals intelligence agencies deploy 
an exploit aimed at a vulnerability in the firewall’s software. The ex-
ploit takes advantage of a weakness in the vendor’s code and grants 
the hackers unauthorized access. Leaked documents show that the 
NSA and other agencies regularly cata log the vulnerabilities they find 
in systems all over the world in case the day comes that they need to 
exploit one to clear such an obstacle.5

The hackers in Ukraine chose another approach. They spent 
months  doing reconnaissance on the corporate side of the Ukrainian 
power companies’ networks. They mapped out which computers 
connected to which other computers, how the targeted com pany 
stored its sensitive information, and which users managed the flow 
of power. In their reconnaissance, the hackers gained access to vital 
machines known as Win dows domain controllers. In a typical net-
work, the domain controller is centrally impor tant  because it man-
ages the user accounts for every one on the network; it holds the keys 
to the digital kingdom. Once the hackers had successfully compro-
mised  these machines, they gained access to the usernames and pass-
words of vital individuals.

The firewall guarding the operational parts of the network did not 
block all connections to the Ukrainian power system. It enabled some 
remote connections so that certain corporate employees could 
manage critical parts of the electric grid. Users with the right per-
missions could establish an encrypted link to issue commands or 
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other wise configure the operation of the power systems. For the 
hackers, the employee- access mechanism offered a  simple way in. 
Rather than defeat the defenses the Ukrainian companies had set up, 
the hackers just needed to impersonate the right  people. Logging in 
as  those employees gave the hackers access to the operational side 
of the network and all that it controlled.

The operational side of the network contained machines used for 
technical work known as supervisory control and data acquisition 
(SCADA). SCADA systems directly manage components of critical 
infrastructure all over the world. A hacker with the opportunity and 
skill to manipulate such a system could do substantial damage. The 
United States and Israel proved this to the world with the Stuxnet 
attack, and now Rus sian hackers  were preparing to try their hand at 
it in Ukraine.

When the hackers made their way to the Ukrainian grid’s opera-
tional network, they gained the access they needed to control the 
SCADA systems responsible for managing power in the targeted 
areas. For amateur hackers, this would have been a cause for cele-
bration and impulsive action— they could now try turning off the 
power. The blackout to which many hackers had aspired for years was 
within tantalizing reach. But the Ukrainian grid’s hackers did not act 
on any impulse to strike right away. Instead, they continued to per-
form careful reconnaissance. For each of the three companies they 
hacked, they studied how the firm arranged its electricity distribu-
tion network. They then developed a multistep plan for launching 
their operation, with each part carefully prepared and readied for ac-
tion long before the first light went out. When the time was right, a 
five- pronged attack would unfold.6

One prong manipulated the breakers that controlled the power. 
The hackers did not need to devise custom malicious code for this, 
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as the Stuxnet creators had. They could, with their stolen creden-
tials, simply log in as operators and issue commands to the industrial 
control systems directly. When the attack did come, this mechanism 
provided a stunning visual, captured by a panicked Ukrainian engi-
neer on his iPhone. The video shows a mouse cursor on a computer 
screen operating outside of his control, clicking away to open one 
breaker  after another. In power system parlance, an open breaker 
stops the flow of power, while a closed breaker bridges a gap and per-
mits electricity to flow. By opening enough breakers, the hackers 
were able to cause a blackout.7

Another prong targeted the backup power system. This is most 
commonly called the UPS, short for uninterruptible power supply, 
but the hackers’ attack made this a misnomer.  These devices play a 
key role in a crisis, providing backup electricity to the com pany if 
the power goes out so that the com pany’s operators can more quickly 
bring  things back online. The hackers reconfigured them so that this 
would not happen. Once the power was down, the companies would 
be in the dark, as well. The effect of this move was twofold. It dis-
rupted the power operators’ ability to respond, and also scored a psy-
chological victory, making the utilities seem so inept that they could 
not keep even their own lights on.

The third prong was even more devious and innovative. The 
hackers knew that the effects of their malicious commands would not 
last for long; the power system’s operators would surely work quickly 
to close breakers and bring the grid back online. But many of the 
power substations, the hackers also realized, relied on a vital piece 
of hardware known as a serial- to- Ethernet converter. This con-
verter took commands from one set of computer systems and pro-
cessed them so that other systems on the power grid could interpret 
them. The hackers devised a way to replace the code that made 
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the converters work, turning the converters into useless bricks at a 
decisive moment.

This attack thwarted what should have been straightforward 
moves by power operators to restore normal functioning. No longer 
able to rely on automated systems, they had to travel physically to 
each power substation and make configuration changes.8 In many 
cases, the power com pany also had to buy new converters and inte-
grate them into their systems. Robert M. Lee, a well- known expert 
on industrial control system security and leading investigator of the 
Ukraine blackout, summed it up succinctly: “In essence, they blew 
the bridges.”9 It was an aggressive and technically savvy operation 
without historical pre ce dent.

The fourth prong of the operation, continuing the themes of dis-
ruption and psychological impact, was a telephone denial- of- service 
attack. The hackers knew that, once the power went out for hundreds 
of thousands of Ukrainians, citizens would promptly call their power 
companies. The practical and emotional toll of the attack would rise 
if their calls could not get through. The power companies would be 
cut off from customer updates on what was working and what was 
not, and customers would be made to feel helpless, unable to trust 
their country’s critical infrastructure and lacking any sense of when 
they would have power again. To swamp the phone lines, the hackers 
prepared to launch a flood of nonsense calls of their own.  These calls, 
which appear to have originated in Moscow,  were meant to stop le-
gitimate customers from connecting.10

The fifth and final prong was the most direct. Named KillDisk, it 
was malicious code that aimed directly at the master boot rec ord, 
that critical component of computers’ hard drives that enables proper 
startup and functioning. This was an approach that both Iran and 
North  Korea had used to  great effect in their hard drive- wiping op-
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erations. At key moments, the hackers of the Ukrainian utilities could 
use their KillDisk code to further impede the functioning of the power 
com pany’s computers. As well as hampering the response to the on-
going blackout, this code would deal a psychological blow to power 
operators accustomed to being in full control of their systems.

With  these five prongs of attack prepared, the hackers gained 
enormous freedom of action. Their preparation, coupled with the 
Ukrainian power companies’ failures to detect the intrusions, 
allowed them to seize the initiative and control the pace of events. 
The attack would unfold on their terms, at a time and a place of 
their choosing. It was exactly what so many had predicted for so 
long: a latent and lurking threat aimed directly at a country’s critical 
infrastructure.

At 3:30 pm local time on December 23, 2015, the hackers began 
their attack. Like a conductor in front of a well- rehearsed orchestra, 
they began releasing their prepared instruments of destruction one 
by one. They flipped open breakers, disrupting the normal flow of 
electricity managed by the Prykarpattyaoblenergo power com pany. 
They watched as the misconfigured backup power supply caused the 
operators themselves to lose electricity, impeding recovery. They 
rendered the key serial- to- Ethernet converters unable to pro cess 
new commands. They overwhelmed the power companies with 
meaningless phone calls, severing communications between the util-
ities and their customers. And they deployed KillDisk as needed, 
manually activating it  here and  there to wipe key machines and in 
some cases setting it up for timed release, so that its digital payload 
would detonate in the  middle of operators’ efforts to respond to the 
ongoing attack.

All told,  these five steps combined to cross the Rubicon that ana-
lysts had long discussed: a cyber attack had caused a large- scale 
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public utility failure. The blackout lasted one to six hours, depending 
on the area. Hundreds of thousands of residents went without power 
as technicians raced to switch systems to manual operations and 
bring them back online. It took upwards of a year to restore normal 
operations.11 By that time, the hackers  were ready to strike again.

The Second Blackout

On December 17, 2016, the lights went out again. This time, the 
blackout occurred in Kiev, the capital of Ukraine. The power at the 
Ukrenergo substation failed and one- fifth of the city of almost three 
million  people lost power; this single substation ordinarily supplied 
two hundred megawatts of electricity, more than the combined 
output of all the sites knocked offline in 2015.12 When forensic 
investigators  later reviewed what had happened, they found the 
case to be quite similar to the 2015 blackout on the surface, but 
intriguingly and revealingly differ ent upon closer examination. These 
differences are almost always ignored in geopo liti cal analyses— a 
fatal error.

The operational security of the 2016 hackers’ effort was simply 
much better than in the 2015 attack. As a result, many components 
of their operation remain hidden. Most notably, how they con-
trived to deliver their malicious code to the target is still not public 
knowledge. Spear- phishing is an obvious guess, given its general 
effectiveness and its use in 2015, but no direct evidence confirms 
this hypothesis. Even  after sustained investigations by some of 
the world’s foremost industrial control systems experts, the whole 
story cannot be told.

The most significant fact, however, is known: the 2016 hackers 
used malicious code that was extraordinarily automated, modular, 
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and power ful. In short, the operation was much more sophisticated 
than the one that preceded it.13 Even as the hackers appear to have 
made some notable  mistakes, they demonstrated in- depth under-
standing of how to target and disrupt advanced power systems; it 
may be that they targeted the Ukrenergo power substation specifi-
cally based on how automated it was.14 When investigators began dis-
entangling the threads of the 2016 operation to understand how it 
worked in practice, what they found was striking in its ambition and 
potency.

In the 2015 operation, malicious code gave the hackers access to 
the targeted network. Since it enabled the acquisition of employee 
credentials, the code helped them manipulate the power control sys-
tems. Other pieces of malicious code, such as the illicit firmware 
updates,  were useful in prolonging the power outage and impeding 
recovery efforts.  Doing the  actual manipulation of the grid, how-
ever,  were  human hackers, armed as they  were with the employees’ 
passwords.

The 2016 operation was differ ent. This time, the hackers’ code 
could do much more damage all on its own. It was the first known 
piece of malicious code that was specifically designed to manipulate 
power grids. Noting the number of uses within the code of the word 
“crash” and its ability to override key industrial control system pro-
cesses, researchers at Dragos, a leading industrial control system se-
curity com pany, named it CRASHOVERRIDE.

To make CRASHOVERRIDE so power ful, clearly its creators had 
studied previous attempts at targeting industrial control systems. The 
most infamous of  these attempts was Stuxnet. As Chapter 6 showed, 
Stuxnet’s architects exhibited a deep understanding of the Ira ni ans’ 
industrial pro cesses for uranium enrichment. They understood 
how the centrifuges worked and how illicit computer code could 
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manipulate  these pro cesses and cause them to fail. They also under-
stood the importance of testing the code on similar or replica ma-
chinery and refining it to have a tailored and well- defined effect 
against the intended target. CRASHOVERRIDE’s creators inter-
nalized all of  these lessons, even if they could not execute them all 
perfectly.

Two other pieces of malicious code seem to have inspired CRASH-
OVERRIDE. The first, Havex, was purely an espionage tool. Ac-
cording to some estimates, the Havex operators, believed to be of 
Rus sian origin, used it to spy on more than two thousand industrial 
sites all over the world. Once on a target network, Havex preyed on 
a widely used protocol known as Open Platform Communications 
(OPC), which enables industrial components of all types to share in-
formation with one another. Cleverly, the Havex hackers used OPC 
to gather intelligence on potential targets. Havex itself was not an at-
tack, but it collected information to enable attacks.15 Tucked within 
CRASHOVERRIDE was a similar capability to use OPC to map 
target networks.

The other inspiration for CRASHOVERRIDE was malicious code 
known as BlackEnergy2. This was the precursor to BlackEnergy3, 
the code that contributed to the 2015 blackout by establishing that 
first foothold in a power com pany’s administrative systems. Among 
other capabilities, BlackEnergy2 could spy on the interfaces that 
operators of critical infrastructure frequently use to control their 
systems. Some BlackEnergy2 hackers exploited  these interfaces’ 
potential to gather information about the networks they served. 
While the interfaces offered only slight capacity to do lasting phys-
ical damage, they served impor tant roles within the network and 
were thus excellent sources of information on its functioning. The 
interfaces sometimes connected both to industrial control systems 
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that  were potential targets and to the internet, enabling easier ac-
cess for hackers.16 CRASHOVERRIDE likewise targeted them 
effectively.

Unlike its Havex and BlackEnergy2 forefathers, however, CRASH-
OVERRIDE was not oriented  toward gathering information. In-
deed, key functions that would have been useful for espionage 
purposes  were missing from the code.  There was no significant 
built-in capacity to copy data from the target network, for example, 
and exfiltrate it back to headquarters for review. Instead, the soft-
ware featured several modules working together to serve a differ ent 
and unambiguous purpose: attack.

The first component was a launcher— code loaded onto the target 
machine as preparation for the attack.  After a one-   or two- hour delay 
(depending on the version), it activated a second component, the 
data wiper, to overwrite critical data in a vital portion of the target 
computer. The data wiper also erased any configuration files it could 
find for industrial control systems. The code focused on destroying 
the files that automate the functioning of power substations, in some 
cases preventing Ukrainian workers from being able to remotely 
monitor the state of vari ous substations and breakers. For good mea-
sure, the data wiper erased other Win dows files in an attempt to 
make the computer system unusable.

The next set of modules presented the hackers with a variety of 
ways to find and damage target devices. Three modules used indus-
trial control systems protocols to change the status of the systems 
from “on” to “off.” To launch an attack, the hackers only had to pro-
vide data about the target system and some additional instructions; 
the automated attack modules took it from  there. Another module 
required even less from the hackers. It could identify and manipu-
late system switches all on its own.
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It is  here that the analy sis of CRASHOVERRIDE gets particularly 
confusing. Still other capabilities in the code provided hackers with 
differ ent attack options, some of which are not well understood by 
investigators. Parts of the CRASHOVERRIDE code suggest that the 
attackers had at least one more trick, though not one they used suc-
cessfully in 2016. To understand this trick, it is first necessary to un-
derstand a key part of the electric grid known as a protective relay. 
These critical devices are meant to prevent physical damage to power 
system components, preferring to disconnect systems and stop the 
flow of power rather than risk harm to critical equipment. When pro-
tective relays across the system fail to coordinate in managing faults 
and irregularities, major blackouts can occur, such as the 2003 
blackout in New York— but even  these blackouts are preferable to the 
physical destruction of power grid components that can occur when 
protective relays are disabled or removed.

CRASHOVERRIDE’s final trick was thus to try to disable the 
relays. Exactly why is unclear, though analysts at Dragos offered 
one alarming explanation: that the aforementioned manipulation of 
the breakers that caused the blackout was in fact meant to be only 
the first step in a far more destructive attack, one that never came to 
fruition. The data wiper component would have served as a second 
phase, blinding the Ukrainians from monitoring how their system 
was performing. This would have perhaps caused the third phase, the 
quiet disabling of protective relays, to remain unnoticed. If the Ukrai-
nians had rushed to restore manual operations at this point, as they 
did in 2015, they might have inadvertently surged electricity 
throughout the system. Without functioning relays, this surge would 
have potentially caused physical damage to key components of the 
power grid. In essence, the initial blackout might have been bait for 
a far more destructive attack to follow.17
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There is also a possibility, also uncovered by Dragos, that the 
attackers intended to disable the protective relays for a differ ent 
purpose: to cause an “islanding event.” In this kind of attack, they 
would have used CRASHOVERRIDE to toggle switches to con-
tinuously and automatically open and close a substation’s breakers, 
activating other safety mechanisms that would have disconnected 
substations and  stopped the flow of power.18 But, if the attackers 
were aiming for a large- scale attack through  either a power surge 
or an islanding event, they failed.  There  were errors in the parts of 
CRASHOVERRIDE that tried to disable the protective relays. 
Even if the attackers had not made  those  mistakes, it is not clear 
if the attack would have worked as Dragos thinks the attackers 
imagined it would, since other safeguards may have thwarted phys-
ical damage.

In the end, the Ukrainians did indeed switch to manual operations 
to bring the power back online, but the protective relays remained 
in place and no major lasting damage was done. The outage was thus 
short- lived. Still, it was the second time in a year that computer 
hackers had plunged Ukrainian citizens into darkness. Even  after in-
vestigations revealed how it had been done, two questions remained: 
who and why?

Just A Test?

Even though the 2015 and 2016 operations  were quite differ ent from 
one another, investigators concluded with high confidence that the 
same group of hackers carried out both. Or, if  there  were two groups 
of hackers, it was highly likely that they  were tightly linked. The in-
vestigators drew on computer forensic evidence as well as other, con-
fidential sources to draw this high- confidence conclusion.19
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Investigators also linked the 2015 and 2016 attacks to a group of 
hackers most commonly known as Sandworm. The group had earned 
this nickname due to the allusions within its malicious code to the 
classic science fiction novel Dune, in which the sandworm is a spe-
cies; it is not known why the group included  these references. The 
cybersecurity community had been tracking the Sandworm hackers 
for several years before the blackouts. Like police investigating a 
string of bank robberies, they carefully noted the overlaps in tra-
decraft, tools, and technique from one hack to the next.

In the years prior to the blackouts, researchers had watched as 
Sandworm hacked a large number of targets in Ukraine and around 
the world. Along the way, the hackers maintained a high operational 
tempo and an aggressive posture, but sometimes made revealing 
mistakes. FireEye, a leading threat intelligence com pany, noted that 
Sandworm’s interest in industrial control systems was hardly  limited 
to Ukraine; some analysts suspected the group of using BlackEn-
ergy2 to spy on many sites within the United States in 2014, though 
it had never launched an attack.20 The common conclusion was that 
Sandworm was linked at least indirectly to the Rus sian military in-
telligence agency, the GRU.21

But although the who was reasonably clear, the why remained 
something of a mystery. What caused the hackers to turn off the 
power when and where they did? Rus sian belligerence  toward 
Ukraine was well- established by 2015, especially  after the Rus sian 
takeover of Crimea in 2014 and the conflict between the two coun-
tries. Yet, even in this war time context, it remained unclear how 
short blackouts in parts of Ukraine far from the front lines served 
Rus sian interests.

Geopo liti cal context is vital in developing even a provisional in-
terpretation. Much of the tension between Rus sia and Ukraine fo-
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cused on the provision of electricity.  After Rus sia took control of 
Crimea, pro- Russian forces began to nationalize Ukrainian- owned 
energy companies, causing  great consternation in Ukraine. In re-
sponse, the Ukrainian government debated nationalizing energy 
companies in Ukraine owned by Rus sian oligarchs.  There had also 
been a power outage affecting two million residents in Crimea, 
caused by Ukrainian activists who physically damaged power sys-
tems and interfered with repairs.22

The 2015 blackout occurred in the midst of all this, although the 
timing of events muddies the analy sis of cause and effect, as the 
hackers of the Ukrainian power companies had embarked on their 
initial intelligence gathering before the Ukrainians’ physical attack 
on Crimean substations. It is natu ral to assume that the cyber at-
tack served as a warning in the context of escalating tensions. It 
may have been a warning not to interfere with the business inter-
ests of the oligarchs, or alternatively a retaliation for the physical 
damage to the power substations. Robert Lee, the industrial con-
trol systems expert, said that, if this explanation holds, it “is very 
mafioso in terms of like, oh, you think you can take away the power 
[in Crimea]? Well I can take away the power from you.”23 But  there 
is no conclusive evidence that this is the case; unlike in the Sony 
hack, the hackers did not post any demands or clarifying messages 
online.

Any answer to the question of why would have to account for one 
impor tant and vexing fact: strong evidence suggests that the hackers 
restrained themselves in some substantial ways. In the 2015 blackout, 
even though the attackers had spent months  doing reconnaissance 
and developing a plan of attack, they did not translate this effort into 
maximum damage. The hackers  either missed or ignored opportu-
nities to do greater harm, such as by targeting other parts of the 
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power grid. Given their overall level of skill and preparation, it seems 
more likely that they chose to hold back.

The 2016 blackout is more complicated. The hackers perhaps 
could have deployed the CRASHOVERRIDE malicious code against 
many locations in Ukraine at once.24  Doing so would have dramati-
cally increased the risk of a more lasting and expensive outage. In-
stead, the attackers chose only to target a single substation in Kiev. 
The failure to successfully target protective relays is also unexplained. 
In short, the hackers built a tool for scalable attack against highly au-
tomated systems, but then deployed it in such a way that took very 
little advantage of its possibility for scale and broader impact. It is 
pos si ble that this was due not to self- restraint but to error; the at-
tackers may have expected that CRASHOVERRIDE would have 
disabled the protective relays and caused physical damage when 
technicians tried to bring systems back online. If this is right— and it 
is very hard to know for sure— the Ukrainians dodged a significant 
blow.

Even if it was meant to be more power ful than it turned out to be, 
it is plausible that the 2016 attack was some kind of test. Perhaps 
the deployment of CRASHOVERRIDE in Ukraine provided the 
hackers a chance to see how the code worked in practice so they 
could refine it for  future use. This is an explanation favored by Lee, 
who said the attack “looked more like a proof of concept or a test 
run than a final outcome.”25 Some media speculation suggested that 
Ukraine may have been nothing more than a live testbed for Rus-
sian hackers, avoiding the need to build replica facilities of their ul-
timate targets. The test explanation seemed also to explain other, 
less high- profile attacks on Ukraine, such as  those against govern-
ment offices, where Rus sian hackers deployed some but not all of 
their capabilities.26



Testing and Demonstration 205

Indeed, CRASHOVERRIDE’s modularity and flexibility suggests 
that the code would be effective as an attack tool against a wide range 
of industrial control systems all over the world. With some minor 
changes, it could function as an attack tool against the North Amer-
ican power grid, although American operators, if they studied what 
happened in Ukraine, would presumably be better able to defend 
themselves.  After reviewing the code, Lee thought it was clearly de-
signed for broader application. “The way it’s built and designed and 
run makes it look like it was meant to be used multiple times. And 
not just in Ukraine.”27

It is also pos si ble that the test itself was supposed to send a kind 
of message by demonstration. To some degree, all public weapons 
tests are at least implicit signals of a sort, and it might be argued 
that— given how difficult offensive cyber operations are— a demon-
stration of this capability is particularly meaningful. It could be that 
CRASHOVERRIDE, coupled with the extensive Rus sian espionage 
against American industrial control systems, was meant to show that 
Rus sia had developed advanced blackout- causing cyber attack capa-
bilities and was not afraid to use them; this message would have 
been even more threatening had the code successfully disabled the 
protective relays and done more lasting damage. In this sense, per-
haps CRASHOVERRIDE was an attempt to intimidate the United 
States. Maybe the Rus sians  were trying to match the high- profile 
media leak in fall 2016 indicating that the United States had pre-
pared its own cyber capabilities against Rus sian critical infrastruc-
ture.28 But this, too, is speculation.

While the attacks may have tried to send a message,  there seems 
to be no consensus on what exactly that message is, making it hard 
to interpret the case with confidence. The message might have per-
tained only to regional tensions in Ukraine, or it might speak to 
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broader geopo liti cal issues or to the development of generalized Rus-
sian cyber attack capability. The two blackouts, each with their dif-
fer ent methodologies and potencies, could also each carry differ ent 
intended messages. As ever, despite the legions of international re-
lations scholars working to unpack the ways in which policymakers 
maneuver to send and interpret credible signals with conventional 
and nuclear capabilities,  little of the lit er a ture applies well to the 
vague messages transmitted and received with technically complex 
cyber capabilities. Worse still, few policymakers seem prepared to 
sort through the technical details to determine what restraint was 
accidental and what was intentional. As a result, if the intent of the 
2015 and 2016 blackouts was to send a clear and unambiguous 
warning, then it seems the operations did not succeed.

Thus, like the Ira nian and North Korean attacks of  earlier years, 
the Ukrainian blackouts  ought to give pause to anyone who expects 
states to use cyber capabilities for signaling purposes. In one sense, 
the 2015 and 2016 cases could represent the realization of a scenario 
long  imagined: that a state might try to use cyber attacks on critical 
infrastructure to threaten an adversary and compel a change in its 
be hav ior. For de cades, cyber- caused blackouts showed up only in fic-
tion and in speculative scholarship. Some scenarios suggested that 
China might use a blackout to signal strength during a crisis in the 
South China Sea, for example, while  others worried that Rus sia 
would cause one as a sign of increasing aggression against the United 
States.29 In each of  those hy po thet i cal cases, the severity of the 
blackout ranged from moderate to extreme, but the intent  behind it 
was always unambiguous. Yet,  after de cades of waiting, when the first 
and second cyber- caused blackouts did occur, not only was the 
damage far less than prophesized, but the operations also failed to 
convey much nuance. It is hard to know if they were messages, tests, 
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failed attempts at more power ful attacks (especially in the case of 
2016), or something  else.

The blackouts did make one  thing clear, however: relative to the 
cases that had come before, cyber operations  were only getting more 
power ful and hackers were only getting more aggressive. The at-
tackers in Ukraine may not have chosen to exercise their capabilities 
to the fullest, but their operations hinted that malicious code was 
growing ever more power ful. It could be employed to attack discrete 
targets— whether movie studios, banks, or nuclear facilities— and 
deployed to broad and destabilizing effect. On this point, still more 
was to come.
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Election Interference

IT WAS THE EVE OF THE REPUBLICAN CONVENTION IN JUNE 1940. The 
party’s members  were in heated dispute over the potential nominees. 
Most seemed strongly to prefer isolationist candidates who wanted 
to keep the United States out of World War II, which was raging in 
Eu rope. Then, at a critical moment, the New York Herald reported 
surprising news: three- fifths of surveyed convention delegates 
backed extensive support to  Great Britain in its uphill  battle against 
the Nazis. The article cited a poll supposedly conducted by Market 
Analysts, Inc., an “in de pen dent research organ ization.”

This organ ization, and its poll, never existed. British intelligence 
operatives had made it up and circulated it as part of their efforts to 
push the Republican Party  toward choosing a pro- war candidate. The 
British fabrication efforts, lending weight to arguments made by 
Republicans aligned with British interests, helped catapult the candi-
date Wendell Willkie, previously a definite underdog, to the nomi-
nation. Willkie, a former Demo crat, proved to be an enormous asset 
to Britain, acquiescing during the presidential campaign to Franklin 
Roo se velt’s transfer of American destroyers to the Royal Navy. Maybe 
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most importantly, he lost the November election, leaving Roo se velt 
and his strong support for Britain in charge.

The British election interference campaign did not stop  there. 
British operatives and their American allies sustained the effort, fo-
cusing on top isolationist members of Congress. They falsely accused 
them of, among other  things, taking money from and coordinating 
with Nazis and Nazi supporters. The operatives timed key revelations 
to come to light just weeks before the fall elections, forcing candi-
dates not sufficiently supportive of the war onto the defensive. Each 
week, they reported back to London on how many stories they  were 
able to plant in American papers, understanding fully that their remit 
was to spread “subversive propaganda.” In the eyes of British spymas-
ters, their efforts vastly increased the amount of support the United 
States was able and willing to provide to its Eu ro pean allies before 
Pearl Harbor.1

The British operation was not the world’s first example of foreign 
election interference, and neither would it be the last. During the 
Cold War, the United States and Soviet Union interfered in a com-
bined total of more than one hundred elections in other countries.2

Autocrats all over the world have also long manipulated their own 
elections at home. Eventually, hackers would participate in election 
interference, too; it seems that in 2014, Rus sians wiped computers 
in Ukraine’s election infrastructure days before the election and tried 
to disseminate false results on election night. Their fake results 
showed a pro- Russia candidate winning, and aligned with stories 
pushed through other Rus sian propaganda channels, though the 
Ukrainians  were able to mitigate most of the harm and the pro- Russia 
candidate did not succeed.3

Even  after eight de cades, however, the British effort stands above 
all— and neatly foreshadows the Rus sian interference in the 2016 US 
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election.  Here was direct interference in United States presidential 
politics by a foreign actor, aided by the spread of false information, 
the manipulation of popu lar media, the clever timing of leaks and 
lies, and the creation of propaganda that aligned with preexisting 
narratives— with lingering uncertainty, even in retrospect, about the 
overall impact. The Rus sian hacking and leaking mission has justifi-
ably become one of the most- discussed cyber operations of all time, 
but its British antecedent lends much- needed historical context. 
More than anything, the British effort serves as a reminder that the 
true importance of cyber operations comes not from their damage 
to machines, but from their destabilizing effects on  humans and 
socie ties.

In 2016, the Kremlin’s preferred messages cascaded throughout 
the electorate via traditional and social media. Rus sian operators 
played a part in boosting  these messages, but unwitting citizens and 
reporters also spread them widely. What is too often characterized 
as a campaign of “fake news” was in fact a multipronged, ambitious, 
and aggressive effort to hack private information, put it to potent use, 
and drive wedges between key groups in American society. All told, 
the combination of cyber operations and influence campaigns inter-
fered in a highly charged election and, in the opinion of more than a 
few experts,  shaped the result.

For as much discussion as the 2016 operation has generated, it still 
deserves further attention, both to show how the Rus sians carried it 
out and to understand why it worked to the degree that it did. Like 
Stuxnet, this operation expanded the art of the pos si ble for all to see. 
It provided an archetypal case of modern election interference, 
showing how propaganda and information operations can super-
charge the long- established tradition of foreign meddling. The op-
eration’s narrative is too impor tant to ignore, if not  because of what 
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it meant in 2016, then  because of what it might herald for the  future 
of democracy.

Demo crats in the Crosshairs

For spy agencies, hacking the computers of electoral candidates is not 
particularly new. Chinese hackers reportedly penetrated both the 
Obama and McCain campaigns in 2008.4 Mitt Romney’s presidential 
campaign in 2012 perceived the threat of foreign hackers to be so 
severe that for key decisions, such as the vice- presidential se lection, 
the team devised code names for potential se lections and commu-
nicated using only computers disconnected from the internet.5 Such 
precautions make sense, given the  great international interest in 
American elections. Intelligence agencies all over the world want in-
sight into what potential  future American leaders and their advisors 
are thinking.

The US signals intelligence apparatus is likewise tasked with un-
derstanding who the  future leaders of other countries might be and 
what they are likely to do while in office. Cyber operations help 
achieve this task. In the summer of 2012, for example, the NSA 
hacked the email accounts of Mexican candidate Enrique Peña Nieto 
and his close associates, gaining insight into the politics, policies, and 
inner circle of the  future president.6 Similarly, it seems that the NSA’s 
surveillance of Angela Merkel began well before she became chan-
cellor of Germany, when she occupied other government positions.7

It was not entirely unusual, then, when a group of Rus sian hackers 
penetrated the servers of the Demo cratic National Committee, or 
DNC, in 2015. The cybersecurity industry had tracked  these hackers 
during their years- long espionage campaign against other United 
States targets. Most analysts believe they are tied to the Rus sian FSB, 



Election Interference 215

the successor to most ele ments of the famed KGB, likely working 
with another intelligence ser vice, the SVR.8 Once inside the DNC’s 
network, the hackers made their first move: they deployed a stealthy 
per sis tence module on the target computers, indicating their inten-
tion to remain for the long haul.

The malicious code was hard to detect and provided a firm foot-
hold in the DNC’s networks. Elegant in its power and simplicity, the 
code enabled the FSB hackers to deploy additional malicious soft-
ware, including modules for encrypted communications with 
command- and- control servers. They plugged directly into the mech-
anisms in the Win dows operating system that system administra-
tors use for managing large groups of computers, giving the hackers 
scalable control of the systems they compromised.

With that foundation in place, the hackers built  toward further ac-
tion, deploying password- stealing tools to swipe DNC employee 
credentials. Using  these passwords to aid their lateral movement 
within the DNC network, they expanded their control to more com-
puters and gained still greater access to the organ ization’s internal 
documents. As they moved, the hackers took care to ensure opera-
tional security. For example, on each system they breached, they de-
ployed an array of encryption tools to hide their actions from any 
investigators or network administrators.  These signs of operational 
deftness and care indicate a group of experienced hackers.

But  these precautionary steps did not entirely cloak the hackers 
from the US counterintelligence apparatus. At some point in 2015, 
the American government became aware of the intrusion at the DNC 
and alerted the committee’s network administrators. In Sep-
tember 2015, an agent from the FBI called the main phone line at 
the DNC with the news. The person who answered transferred 
him to the IT help desk, where his call was eventually addressed. 
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Afterward, an internal DNC memo passed along the news: “The 
F.B.I. thinks the D.N.C. has at least one compromised computer on 
its network and the F.B.I. wanted to know if the D.N.C. is aware, 
and if so, what the D.N.C. is  doing about it.” The FBI agent had also 
specifically linked the intrusion to “the Dukes,” a common name in 
the cybersecurity community for the well- known group of hackers. 
A quick internet search at that point would have turned up signifi-
cant private- sector reporting that identified the group as Rus sian 
and likely from the FSB.

The DNC employee tasked with investigating did his best to un-
derstand what was happening within the penetrated network. Using 
the  limited cybersecurity tools available to the committee, he found 
nothing. As a result, and in part due to the fact that the FBI agent 
had not provided proof of his identity, he did not return subsequent 
follow-up phone calls from the bureau. Despite the ongoing silence 
from the DNC, the FBI did not call any high- ranking officials  there, 
nor did it show up in person to press the case at the offices, which 
were located just a mile away from the FBI field office. The bureau 
chose not to send follow-up emails, likely due to the strong possi-
bility that the Rus sians  were capable of accessing the DNC’s mail 
servers. The investigation stalled. The hackers remained in place.

In November, the FBI called again. This time, agents issued a more 
strident warning. The infected computers at the DNC, the bureau 
told the committee, contained malicious code that was sending in-
formation back to hackers in Rus sia. Illicit communication of this 
sort is a telltale sign of an intrusion. Alarm bells should have sounded 
forcefully at both the FBI and the DNC, but still the response seemed 
sluggish at best. Over the ensuing months, representatives from 
the two institutions fi nally managed to meet in person. The DNC 
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realized that the message from the FBI was not some kind of prank, 
and it could not be ignored any longer.

At long last, the committee understood that it was in the line of 
fire. What the Watergate burglars had tried to do to the DNC in 1972, 
Rus sian hackers  were now  doing at a much greater scale. Ironically, 
the file cabinet of interest to the Nixon- era burglars, still kept as a 
memento, was not far from one of the servers targeted by the hackers. 
With all of this finally made clear, the DNC began to try to fix  things. 
By April 2016, it had made several upgrades to its lackluster cyber-
security defenses. By then, however, it was much too late.9

A New Arrival

It was too late  because another group of hackers had already arrived. 
Beginning at the end of March 2016, the GRU, the Rus sian military 
intelligence agency tied to the blackout operations in Ukraine, got 
in on the action. The NSA and broader cybersecurity community had 
watched  these hackers for years, too.10 The GRU’s efforts  were well 
or ga nized, with clear division of  labor. Some units focused on devel-
oping malicious code, while  others focused on gaining access to tar-
gets. Still  others focused on mining cryptocurrencies such as bitcoin, 
which the GRU used to pay for online hacking infrastructure that 
made operations harder to trace. Other units focused on public-
facing efforts, which would soon be quite impor tant.11

Whether the GRU knew of the other Rus sian intelligence 
activity against the DNC is uncertain.12 The GRU began an opera-
tion against the Demo cratic Party, targeting the DNC, the Clinton 
campaign, and the Demo cratic Congressional Campaign Com-
mittee, or DCCC, which helps Demo crats win elections to the House 
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of Representatives. The hackers studied  these organ izations’ tech-
nical configurations in an effort to better inform the operations to 
come.13 They also began spear- phishing employees. But while other 
hackers, such as the North Koreans who targeted Sony, had focused 
on using socially engineered emails to deliver malicious code to 
their targets, the Rus sians used the emails to get key Demo cratic of-
ficials to surrender their passwords.

The GRU hooked their biggest fish early: Clinton campaign 
chairman John Podesta. Podesta had long been a leader in Demo-
cratic politics, serving as chief of staff to President Bill Clinton, 
founding a major DC think tank, and acting as se nior counselor to 
President Obama. His legendary Rolodex, passion for policy, and 
se nior status in the party made him invaluable to the Clinton cam-
paign. Few names  were bigger— and few  people had more in ter-
est ing email accounts. It was  those emails that the GRU was  after.

The spear- phishing email to Podesta seemed innocent enough. 
“Hi John,” it said, “Someone just used your password to try to sign 
into your Google account. . . .  Google  stopped this sign-in attempt. 
You should change your password immediately.” Podesta was suspi-
cious, and forwarded the message to his information technology 
staff. Inexplicably, a campaign aide wrote back that the warning was 
genuine, and Podesta needed to change his password. Podesta then 
followed the fake warning’s instructions and surrendered his pass-
word as part of the fake password- change pro cess. This gave the Rus-
sian hackers access to a de cade of his emails, numbering more than 
fifty thousand messages, which they copied to their own computers 
around March 21, 2016. The aide  later blamed the misunderstanding 
on a typo. He said he meant to write that the warning Podesta re-
ceived was not real,  because he knew the campaign was being flooded 
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with similar spear- phishing attempts. If it was a typo, it was a cata-
strophic one.

Although Podesta was the Rus sians’ most famous victim, he was 
far from the only one. On March 22, William Rinehart, a former DNC 
field director working on the Clinton campaign, opened an email 
similar to the one Podesta had received. It also claimed to have 
thwarted an intrusion, which it said had been attempted by someone 
in Ukraine. Rinehart was traveling and checking his email at 4:00 am
in Hawaii; he  later told the New York Times he must have clicked the 
link in the message and given up his password while half- asleep.14 In 
any case, the GRU was now armed with Rinehart’s credentials, and 
began systematically vacuuming up his emails of interest, too.

The Rus sians had drawn up quite a target list. From early March 
to early April of 2016, the spear- phishing attempts persisted. In this 
period, GRU hackers targeted at least 109 members of Hillary Clin-
ton’s campaign staff, sending a total of 214 individualized spoofed 
emails. They attempted contact with her top policy advisor, Jake 
Sullivan, fourteen times, hoping to get access to any of his several 
email accounts. Twice, they sent messages to Hillary Clinton’s per-
sonal email, which  were ignored. Among her campaign staffers, how-
ever, thirty- six did click the malicious links, and a subset of  those 
went on to give their credentials to the GRU.15 The hacking attempts 
would continue all summer, with the Rus sians repeatedly trying their 
luck against new targets. Between the efforts specifically related to 
the upcoming election and spear- phishing for other purposes, the 
hackers sent nine thousand malicious links to more than four thou-
sand accounts.16

Not all of their emails pretended to be from Google. Some imper-
sonated Clinton campaign members. The Rus sians created an account 
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with a name that was nearly identical to the email address of a Clinton 
staffer, and then used that to email more than thirty differ ent campaign 
employees. Within the email was a link that purportedly directed 
users to a spreadsheet with information on Hillary Clinton’s approval 
rating. When clicked, it brought the target to a website maintained 
by the GRU that presumably served up malicious code.17

On April 12, the GRU gained access to the DCCC network, using 
the spear- phished password of a DCCC employee. Once inside the 
network, they installed a piece of malicious code known as X- Agent 
on at least ten DCCC computers. Cybersecurity researchers had 
watched the GRU deploy, use, and refine X- Agent for years. It had 
served the Rus sians well in hundreds of operations, with some mod-
ules of the code dating back to 2004.18

X- Agent could perform many of the functions common to state-
created malicious code. It permitted the GRU to gather documents, 
harvest passwords, and track individual targets as they went about 
their work. The hackers sent instructions to X- Agent to capture  every 
keystroke typed by certain DCCC employees, take screenshots of 
impor tant activities, and pilfer files from target computers so that the 
hackers could store them.19

Some employees at the DCCC also had access to the DNC net-
work, as is fairly common in po liti cal circles where allied organ-
izations share information and resources. The GRU hackers realized 
this and took advantage. On April 18, the GRU used X- Agent to 
gather the credentials of a DCCC employee who could also log in to 
the DNC network. Armed with this username and password, the 
GRU gained access to the national committee’s network, which the 
FSB had already successfully hacked. Once  there, the hackers in-
stalled more copies of X- Agent, and went on to infect at least thirty-
three computers in the DNC network.20 They then went to some 
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effort to cover their tracks and confuse investigators, deleting logs 
and resetting timestamps on other files.21  There is no doubt that the 
GRU, with its penetration of key Demo cratic officials, vari ous com-
mittees, and the presidential campaign, achieved enormous access. 
In the world of cyber operations, that kind of access confers signifi-
cant power.

Going Public

Once it had penetrated its targets, the GRU was ready to put its ac-
cess to use. It already had numerous emails from Podesta and other 
Demo cratic staffers, but it wanted to mine the po liti cal organ izations’ 
files, too. Working within the DNC and DCCC networks, the GRU 
took thousands of screenshots and recorded large quantities of key-
strokes. The GRU, studying the two committees from the inside, 
learned how they collaborated in boosting Demo crats’ chances in the 
coming elections. From their privileged perch, the hackers could 
view wide expanses of normally hidden information.

But, just as their information- gathering operation was hitting full 
stride, the hackers made a curious move: on April 12, they tried 
to register the web domain name electionleaks . com, paying $37 
in cryptocurrency to a Romanian com pany to do so. But, having 
somehow botched the registration and lost the right to that domain, 
they came back a week  later, on April 19, to register a second choice, 
DCLeaks. com. 22 DCLeaks remained dormant throughout April and 
May of 2016, but in hindsight, the registration was an early clue that 
the GRU had aims beyond  simple espionage.

The second clue to the GRU’s ambitions is that it sought certain 
kinds of information in the Demo cratic networks. The hackers 
weren’t  after the sort of intelligence gathered in traditional cyber 
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espionage operations against candidates. They did not seem to care 
much about predicting how Hillary Clinton would act as president 
or understanding her policy priorities, perhaps  because they already 
perceived her to be hostile  toward Rus sia. Instead, the GRU’s focus 
was on content that was po liti cally explosive, even if it offered  little 
forward- looking insight.

The GRU hackers sifted through the networks using search terms 
like “Hillary,” “Trump,” and “Cruz.” They copied entire folders re-
lated to the Benghazi investigations, a po liti cally hot topic that had 
little relevance to substantive foreign policy  matters. They snapped 
up opposition research on Republican candidates and plans for field 
operations to increase Demo cratic turnout in the fall. The finances 
of the Demo cratic organ izations also seemed particularly in ter est ing 
to them.23

The documents of interest to the GRU hackers amounted to many 
gigabytes of information. Moving that much data out of the network 
at once might have attracted the attention of network defenders and 
revealed the GRU’s illicit presence. To better hide their activities, the 
hackers used a technique called file compression to reduce the size 
of the documents they wanted to exfiltrate. They then deployed en-
cryption to obscure the true contents of the files before copying them 
en masse off the Demo cratic organ izations’ networks and back to 
Rus sia.24

The GRU was also  after the DNC’s messages. In May, the hackers 
targeted the organ ization’s email servers housing many thousands of 
employee messages. With their privileged access to DNC systems, 
the hackers  were able to access many emails at once, without having 
to compromise the passwords of individual employees. They vacu-
umed up  these messages, exfiltrated them via their command- and-
control system, and stored them for  later use.25 They also found their 
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way into the DNC’s cloud- based systems, and copied information 
from them, as well.26 The targeted organ izations had been thoroughly 
compromised.

With so much information in hand, the GRU made its next move. 
In early June, its operatives put public content on DCLeaks . com for 
the first time. On the site, they disavowed any foreign connection, 
and instead claimed to be “American hacktivists who re spect and ap-
preciate freedom of speech,  human rights and government of the 
people.” Their sole aim, they said, in poor En glish, was “to find out 
and tell you the truth about US decision- making pro cess as well as 
about the key ele ments of American po liti cal life.”27 This was the first 
platform the GRU would use to release its ill- gotten files, gathered 
from operations against Demo cratic organ izations and other targets.

The individuals featured in the files published on DCLeaks  were 
for the most part prominent Demo crats, anti- Russian figures, or 
both. Early leaks on the site included files from George Soros’s Open 
Society Foundations, emails from then- NATO Supreme Commander 
Philip Breedlove, and files about a general and a major who worked 
at United States Central Command. DCLeaks also hosted a small 
number of files about Bill and Hillary Clinton, as well as some on the 
Republican Party. At first, the site did not attract much attention.

In June of 2016, the Demo cratic Party took action. Working with 
CrowdStrike, a leading cybersecurity firm that had long battled Rus-
sian intelligence agencies, it tried to decontaminate the Demo cratic 
systems. The use of a firm like CrowdStrike was fairly typical, but the 
party also did something unusual: in a Washington Post story on 
June 14 and a CrowdStrike report on June 15, it announced that 
Rus sia had hacked the DNC. The party pointed the fin ger directly at 
Rus sian intelligence agencies, based on the strong technical evidence 
that was already available.28



ation 

From  there,  things escalated rapidly. On June 16, an anonymous 
party appeared online using the screen name of Guccifer 2.0—an ap-
parent homage to an  earlier Guccifer, who was a well- known Roma-
nian hacker. This Guccifer declared, using profane language, that 
CrowdStrike got it wrong. He claimed he was Romanian, not Rus-
sian, and had worked alone to hack the DNC. To prove it, he released 
eleven files from inside the organ ization, which  were quickly veri-
fied as au then tic. He had many thousands more, he said, that he had 
already shared with WikiLeaks.

Right away, holes in this story began to appear. Cybersecurity re-
searchers noticed that someone using Russian- language settings 
and the name Feliks Dzerzhinsky had edited some of the files posted 
by Guccifer; Dzerzhinsky was the founder of the Soviet secret po-
lice. With more investigation, a group of cybersecurity companies 
and researchers solidified the early leads. Among other  things, they 
noted overlaps in the hacking infrastructure used to target the Demo-
cratic organ izations and other operations attributed to Rus sia, 
including a notable one against the German Parliament.29 As an 
amusing extra sign that something was amiss, when a journalist 
interviewing Guccifer online asked him to switch over to his native 
Romanian, it quickly became apparent that he did not speak the 
language.30

Enter WikiLeaks. Even prior to the Demo crats’ announcement 
and Guccifier’s creation, the group’s founder, Julian Assange, had 
sought to be relevant to the 2016 election. On June 12, he promised 
that WikiLeaks would release damaging Demo cratic emails. Why he 
said this remains a mystery, since the first known direct contact be-
tween the GRU and WikiLeaks occurred on June 14, though it is pos-
si ble  there had been a previous undetected transfer of information 
through intermediaries.31
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The GRU and WikiLeaks continued to talk. On June 22, WikiLeaks 
messaged Guccifer, requesting access to any new material. WikiLeaks 
promised to distribute it with a higher profile and impact than Guc-
cifer could. On July 6, the group reached out to Guccifer again, high-
lighting the upcoming Demo cratic convention and asking for any 
information related to the Clinton campaign. Time was of the es-
sence, the message said,  because the damaging material had to leak 
before Hillary Clinton could win over Bernie Sanders supporters in 
her run  toward the general election.32 On July 14, the GRU provided 
WikiLeaks with a large encrypted batch of hacked files in an email 
with the subject “big archive” and the message “a new attempt.”33

After all the discussion, Assange delivered for the GRU. On July 22, 
just three days before the Demo cratic convention that would offi-
cially nominate Hillary Clinton, WikiLeaks posted the largest and 
most significant trove of DNC files. This batch included almost 
twenty thousand copies of emails stolen by the GRU hackers. The 
most damaging emails  were the ones that showed some staffers at the 
DNC, which is not supposed to take sides in intraparty contests, 
clearly supporting Clinton and not Sanders in the presidential pri-
maries. Two days  after the publication of  these messages, and one 
day before the convention was set to begin, DNC Chair Debbie Was-
serman Schultz resigned.

The leaks continued all summer, as Hillary Clinton marched 
toward what many thought was her inevitable November victory. 
More than a dozen new troves of files from vari ous Demo cratic entities 
appeared on online platforms. The leaked documents  were au then tic, 
though, in a few cases, the Rus sian hackers modified them before 
release to suit their own purposes. In one case, the hackers added 
“Confidential” to the cover of an opposition research report, presum-
ably to make it more alluring to reporters.34 They forged and modified 
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other documents to make it appear that shocking po liti cal dona-
tions had been made, one purporting to show a $150 million Bradley 
Foundation gift to the Clinton campaign— which would have been 
illegal— and another adding a line to a bud get from the Open Society 
Foundations that indicated funding of anti- regime activities in Rus sia.35

Three groups deserve par tic u lar attention for their responses to 
the GRU operation during this period. The first is the group Donald 
Trump had assembled to run his campaign, which some evidence 
suggests was inclined to cheer on the Rus sian operation. Michael 
Cohen, Trump’s  lawyer,  later testified that he was in Trump’s office 
when Roger Stone, formerly in the campaign’s employ, called to pass 
along what he had just learned: that Assange was about to release a 
“massive dump” of damaging emails from Clinton’s campaign. In Co-
hen’s words, “Mr. Trump responded by stating to the effect of 
‘ wouldn’t that be  great.’ ”36 It has been alleged that Stone contacted 
WikiLeaks during the summer of 2016 at the Trump campaign’s be-
hest, and relayed what ever information he gained to the campaign. 
He is apparently one of the “multiple links” between the Trump cam-
paign and individuals tied to the Rus sian government that special 
counsel Robert Mueller investigated, although the final report of 
that investigation ultimately “did not find that the Trump campaign, 
or anyone associated with it, conspired or coordinated with the Rus-
sian government” in its election interference.37

Mueller’s report also indicates that,  after the first set of email leaks, 
a se nior Trump campaign official “was directed” by an unspecified 
individual “to contact Stone about any additional releases and what 
other damaging information [WikiLeaks] had regarding the Clinton 
Campaign.” The government’s indictment of Stone quotes specific 
communications between him and WikiLeaks, sometimes directly 
and sometimes through intermediaries, throughout the summer and 
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fall of 2016. Stone used the information he learned to give the cam-
paign advance notice about the timing of  future leaks.38

Candidate Trump did not keep his hopes for more leaks to him-
self. “Rus sia, if  you’re listening,” he crowed at a July 27 press confer-
ence, “I hope  you’re able to find the thirty thousand emails that are 
missing,” in obvious reference to the emails that had been selec-
tively deleted from the unsecure private server Clinton used as sec-
retary of state in President Obama’s first term.39 Within five hours, 
the Rus sians launched spear- phishing attempts at the Clintons’  family 
office accounts for what appears to be the first time.40

The second notable group is other po liti cal campaigns. While 
most ignored the leaks, one actively reached out to the GRU for in-
formation they might be able to use. Aaron Nevins, a Republican 
con sul tant to Florida candidates, contacted Guccifer through 
Twitter, writing, “Feel  free to send any Florida based information.”41

The Rus sians complied, sending over several gigabytes of voter 
turnout information and population modeling taken from the DCCC. 
These files provided insight into the committee’s understanding of 
certain Florida congressional races and indicated where the party 
intended to focus its voter turnout efforts.

Nevins’s efforts may have had impact. A campaign con sul tant for 
the Republican candidate in one local race said that the leaked data 
helped inform his vote- targeting strategy.  After winning the race, 
however, the candidate himself denied that it had any influence. For 
Nevins, the choice to use leaked data for partisan purposes was easy. 
All was fair in a competitive campaign: “If your interests align,” he 
said, “never shut any doors in politics.”42

The third and most impor tant group is the United States national 
security community. It was strangely  silent.  There was  little public 
communication or apparent response during the summer of 2016. 
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Michael Daniel, who was at the time the White House cybersecurity 
coordinator,  later said that the United States had been preparing re-
sponse options during the late spring and early summer as the Rus-
sian activity became evident.  These included some options to retal-
iate against the Rus sians and thereby reestablish deterrence, and 
others to interfere directly with the Rus sian operations.

Yet the leadership of the National Security Council de cided in-
stead to prioritize assistance to US election administrators as they 
worked to defend their infrastructure against Rus sian intrusions. The 
White House worried that if it confronted Rus sia too directly the sit-
uation might escalate into full- scale cyber conflict, including the 
potential manipulation of votes on Election Day. Unsure of its ability 
to send a signal of determination without risking escalation, the 
United States stood down.43

A series of August and September meetings between intelligence 
officials and congressional leaders attempted but failed to forge a bi-
partisan statement condemning the Rus sian hackers. This failure seems 
in large part to have been due to Senate Majority Leader Mitch Mc-
Connell’s skepticism about the intelligence agencies’ assessments of 
Rus sian state involvement.44 The Obama administration chose to call 
out the activity on its own. In September 2016, President Obama told 
reporters that he warned Vladimir Putin at an international meeting 
to “cut it out,  there  were  going to be serious consequences if he did 
not.”45 On October 7, the Department of Homeland Security and the 
Office of the Director of National Intelligence issued a statement 
blaming the Rus sians for the hacks and leaks.46 The United States 
government seemed unable or unwilling to muster more opprobrium 
than that.

The statement barely registered in the media ecosystem given the 
frenetic pace of subsequent events. The Washington Post had un-
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earthed a recording of Donald Trump making remarkably crude 
comments about assaulting  women. “I  don’t even wait,” he told the 
host of Access Hollywood as they  were on their way to the studio for 
an interview. “And when  you’re a star, they let you do it. You can do 
anything. Grab them by the pussy. You can do anything.” Damaging 
leaks of candidates’ unguarded comments are a staple of politics—
such as Mitt Romney’s characterization of the 47  percent of Amer-
icans who pay no federal income tax as  people who “are dependent 
upon government, who believe that they are victims, who believe 
the government has a responsibility to care for them,” and Obama’s 
2008 observation of small- town Americans that “they get  bitter, they 
cling to guns or religion or antipathy to  people who  aren’t like 
them.”47 But Trump’s words  were exceptionally shocking. The bland 
government press release about Rus sia quickly faded from view.

One hour  later, another breaking news story appeared, further 
burying the government’s words and even distracting attention, to 
some extent, from Trump’s seeming admission of sexual assault: 
WikiLeaks began publishing John Podesta’s emails.48  These emails 
included excerpts from Hillary Clinton’s speeches to Wall Street 
banks, a subject of intense controversy during the Demo cratic pres-
idential primary. As WikiLeaks parceled tens of thousands of his 
emails across the month of October, media coverage kept pace. No 
detail was too small, it seemed. Even Podesta’s advice on how best 
to cook risotto garnered many media mentions, as if the country had 
no bigger  things to worry about.49 The Access Hollywood tape, and 
certainly the United States government’s condemnation of the Rus-
sian activity,  were yesterday’s news.

It is hard to say  whether WikiLeaks timed the Podesta leaks to 
bury the other stories that  were less favorable to Trump. The avail-
able evidence suggests both that WikiLeaks had long planned for an 
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October operation in de pen dent of other events and that se nior of-
ficials in the Trump campaign knew about it. In the days prior to the 
October 7 email dump, Trump’s friend Stone told an unnamed se-
nior Trump campaign official and other Trump supporters that 
WikiLeaks would imminently dump many more embarrassing files, 
and would commence with weekly releases.  After the release of Po-
desta’s emails, an unnamed associate of a high- ranking official in the 
Trump campaign texted Stone, “Well done.”50

Amplification

By the tail end of the election cycle, the Rus sians’ focus was less on 
hacking additional systems and more on propaganda and disinfor-
mation. Perhaps this shift in approach was a response to the warn-
ings from President Obama, including a hotline message a week 
before the election.51 More likely, however, it was the culmination of 
a multiyear effort to proj ect and amplify divisive and pro- Trump 
messages inside the United States. This part of the Rus sian campaign 
both drew on and supported the hacking efforts. Thanks to the 
Mueller investigation and indictments, it is pos si ble to reconstruct 
key pillars of the amplification activity in a way that goes beyond 
much of the contemporaneous news reporting and initial after- the-
fact reconstructions.

It began in 2014, if not before. At the time, Rus sian operatives 
started studying how vari ous groups in the United States used 
social media. They kept track of online group sizes, frequency of 
posts, and audience engagement, including comments and other 
responses.  These operatives worked for a nebulous St. Petersburg-
based organ ization known as the Internet Research Agency, the 
most well- known— but likely not the only— Russian group  running 



Election Interference 231

disinformation campaigns in the United States.52 Internet Research 
Agency employees made several trips to the United States in mid-
2014  under false pretenses. As early as May 2014, they began discussing 
the 2016 presidential election as a target.53

In 2016, they posed as Americans and communicated with 
po liti cal activists and organizers in the United States to get a 
better sense of American politics. One of  these communications 
resulted in a subsequent focus on states where Trump and Clinton 
were perceived to be in tightest competition— the “purple states,” 
to use the phrase the Rus sians frequently repeated.54 The Rus sian 
operatives next started to create hundreds of fake social media ac-
counts. For each of  these accounts, they crafted a persona, in-
cluding time zone, interests, and po liti cal views. The goal was to 
amplify vari ous radical groups and other opposition forces in the 
United States expressing dissatisfaction with the status quo.55

Some of  these accounts seemed to be primary vehicles for posting 
new content, whereas  others only shared messages by reposting 
and linking.56

The Rus sians  were careful to blend in as much as pos si ble. Wary 
of operating from Rus sian IP addresses, they rented servers inside 
the United States and arranged relays so that their traffic appeared 
to originate on American soil. They also set up hundreds of disguised 
email accounts, all with United States- based providers, to hide their 
true identities.57 Man ag ers of the effort distributed additional cultural 
information, such as a list of US holidays, to operatives so that the 
posts they composed on a day- to- day basis could sound more like 
what an  actual US citizen might write.58

They worked continuously to refine their operations, devising 
quantitative methods to provide feedback on how differ ent opera-
tives, posts, techniques, and accounts had performed. Man ag ers 
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discerned the patterns in the data and distilled lessons learned. For 
example, the Rus sians discovered the ratio of text, images, and video 
most common in posts that went viral.59 It was the sort of message-
testing that one would expect of a well- run marketing campaign—
which, in effect, the Rus sian effort was.

Creating groups  under false pretenses on Facebook was a natu ral 
next step. While pretending to be Americans, the Rus sian operatives 
set up and administered groups on a wide range of fraught po liti cal 
subjects, including border security, race, religion, and geographic 
identity. Noteworthy examples of their groups include “Secured Bor-
ders,” “Blacktivist,” “United Muslims of Amer i ca,” “Army of Jesus,” 
and “Heart of Texas,” among many  others. By the time of the 2016 
election, many of  these groups had hundreds of thousands of mem-
bers. Some of the members  were Rus sian operatives with fake ac-
counts, but many  were Americans who did not know they had fallen 
for a foreign influence campaign.60

The purpose was clear. In 2016, man ag ers gave the operatives who 
were managing the fake profiles and groups a clear directive: “use any 
opportunity to criticize Hillary and the rest (except Sanders and 
Trump—we support them).” When the Russian- administered groups 
on Facebook had an insufficient number of posts that condemned 
Clinton, man ag ers criticized the operatives and demanded improve-
ment, reminding them that such criticism was “imperative.”61

There is no doubt that some of the Rus sian products found their 
way into the official communications of candidates’ organ izations. 
Trump campaign staffers and affiliates picked up and passed along 
certain anti- Clinton and pro- Trump messages created by the Rus sian 
operatives. Using their own accounts,  these individuals reposted and 
retweeted the propaganda, extending its reach. The Rus sian opera-
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tives carefully studied the propagation of the material as it continued 
to grow in popularity.62

As the election approached, the Rus sians’ po liti cal messages at-
tempted to influence voters more pointedly. Some targeted minority 
groups known to lean Demo cratic and told them not to bother  going 
to the polls. One post on the Russian- administered Instagram account 
called “Woke Blacks” declared, using a derogatory nickname for 
Hillary Clinton, that a “par tic u lar hype and hatred for Trump is mis-
leading the  people and forcing Blacks to vote Killary. We cannot resort 
to the lesser of two dev ils. Then we’d surely be better off without voting 
AT ALL.”63 Other messages posted in the Blacktivist Instagram group 
urged minorities to vote for Jill Stein, a third- party candidate who 
was deeply unlikely to win. “Trust me,” one reassured them, “it’s not a 
wasted vote.”64 All told, the Facebook campaign of inflammatory posts 
on Russian- controlled pages reached more than 126 million  people.65

Fake news was part of the campaign, too. One retrospective 
analy sis of Facebook sharing during the period before the election 
showed that the most popu lar fake news stories (from all sources, not 
limited to Rus sia)  were more widely shared among users than the top 
news stories from legitimate outlets. Among the most popu lar fakes 
were stories attacking Clinton, accusing her of selling weapons to the 
Islamic State, of being legally disqualified from holding office, and 
of orchestrating the murder of an FBI agent. Another widely shared 
story claimed that Pope Francis had endorsed Donald Trump.66 One 
study estimates that about 25  percent of Americans visited a website 
that published fake news in the month before the election, with 
conservatives much more likely to have done so.67 A 2016 survey 
found that three- quarters of Americans who recalled seeing fake 
news headlines considered them to be at least somewhat accurate.68
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In parallel with the Facebook operation, the Rus sians created 
thousands of fake accounts on Twitter.  Here, too, they pretended to 
be American.69 As the 2016 election approached, they amplified a se-
ries of hashtags designed to hurt Clinton, such as #Hillary4Prison, 
#MAGA, #TrumpTrain, #Trump2016, and #IWontProtectHillary.70

They deployed some of the most popu lar of their accounts to claim 
that Clinton was orchestrating key voter- fraud efforts in competitive 
states such as North Carolina and Florida.71

Paid advertising complemented all  these efforts. Beginning in 
2015, the Rus sians began spending thousands of dollars each month 
on Facebook and Twitter. This use of foreign funds to influence an 
election is illegal  under United States law, but Facebook and other 
companies did not properly verify the purchases and reveal the Rus-
sian activity.72 In 2016, the Rus sians stole the identities of several 
United States citizens to prevent their illegal ad buys from being de-
tected. With stolen social security numbers and other information, 
they could open accounts with financial providers and make pur-
chases posing as Americans.73

From at least April 2016 through the election, Rus sian ads 
began appearing that advocated against Clinton and for Trump. 
Many evoked themes seen in other Rus sian messaging: accusing 
Clinton of supporting terrorism, of not deserving the votes of mi-
norities, of wanting to ban guns, of corruption, of being hostile to 
Chris tian ity, and much more.  Others praised Trump as a leader 
capable of defeating terrorism, standing up for gun rights, and 
protecting the country. The Rus sians relied on Facebook’s micro-
targeting algorithms to deliver most of  these ads to specific 
groups interested in par tic u lar issues, just as a legitimate po liti cal 
campaign would. The Rus sians purchased at least 3,500 ads on 
Facebook.74
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It is hard to know how much this advertising drove be hav ior, 
although Facebook’s sales man ag ers argued generally that paid ads 
and content on Facebook could swing elections. In a case study, the 
com pany highlighted the reelection campaign of Senator Patrick 
Toomey of Pennsylvania, who had spent big on Facebook in 2016 and 
squeaked out a narrow win. Facebook claimed based on its data 
analy sis that Toomey’s ad spending had made voters more likely to 
turn out and more likely to vote for him.75 If Facebook is right that 
American ads on its platform influence voter be hav ior, it stands to 
reason that Rus sian ads prob ably did, as well.

A final part of the Rus sian campaign was designed to turn discord 
online into protests offline. Beginning in November 2015 with a “con-
federate rally,” Rus sian operatives began organ izing dozens of dem-
onstrations throughout the United States, including in key states such 
as Florida and Pennsylvania. While some rallies  were sparsely at-
tended,  others drew hundreds of Americans unaware of the rallies’ 
provenance. Rus sian man ag ers “closely monitored” how  these gath-
erings went.76

They appeared to have had some success. At one event, ostensibly 
designed to show Clinton’s support for Muslims, they convinced par-
ticipants to hold signs falsely quoting Clinton saying she supported 
the imposition of Islamic law in the United States. They then used 
those images in other messages suggesting that Americans should not 
trust Clinton. At other rallies,  under the banners “Down with Hillary” 
and “March for Trump,” Rus sian operatives pretending to be 
Americans paid  actual American citizens to perform po liti cal acts. 
One was paid to dress up as Clinton in a prison uniform and to  ride 
in a cage that another person was paid to haul on his flatbed truck. 
In some cases, the Trump campaign promoted the rallies on the 
candidate’s Facebook page.77
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In still other cases, the Rus sians or ga nized protests and counter-
protests in the same place at the same time. They successfully brought 
American followers of competing Russian- administered groups face 
to face to scream at one another, even as the Rus sian organizers  were 
nowhere in sight. In one case, a Russian- run Facebook group planned 
a rally called “Save Islamic Knowledge” in Houston while another 
Russian- run group or ga nized the counterprotest: “Stop the Islam-
ization of Texas.”78 Police had to be deployed to keep the groups 
from physically clashing.

It is likely that the Rus sians could not predict the relative success 
of  these vari ous efforts— divisive posts, fake news, paid ads, and po-
liti cal rallies—in reaching American voters, but they had the luxury 
of not having to choose among them. They could simply try a lot of 
differ ent approaches to sowing division and aiding Sanders and 
Trump, and refine their efforts over time. Undoubtedly, as in com-
mercial marketing, the differ ent components reinforced one another, 
making it hard to disentangle the specific impacts of each part of the 
mix, but adding up to potent interference overall. The hacks and 
leaks helped advance an under lying theme of Clinton’s corruption. 
As fake accounts pushed  these ideas and also fostered groups  under 
false pretenses, real Americans  were drawn in, creating the poten-
tial for live events within the United States. Paid ads helped each part 
of the pro cess, getting out the message in general but also boosting 
turnout for rallies. For the Rus sians, it was a virtuous cycle— for the 
United States, vicious subversion.

A  Simple Machine

The Rus sian operation in 2016 was an attempt to shift the ground be-
neath the feet of American democracy. It was not an attempt to 
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signal to policymakers, but rather to divide the public and swing an 
election, shaping the geopo liti cal environment in which Rus sia would 
operate. The assessment of the United States intelligence community 
and a series of Justice Department indictments was that the Rus sian 
effort had two overarching goals: to increase discord in the United 
States and, starting in early-   to mid-2016, to help elect Donald Trump. 
On the first count, it seems clear that the operation was at least mod-
erately successful. One large- scale study of social media activity 
showed that posts from Rus sian trolls caused observable increases 
in the polarization of the subsequent online conversation.79

The second point is more complex. Donald Trump won the elec-
tion, prompting a contemporaneous text sent by an individual whose 
name is redacted to a top Rus sian official that said, “Putin has won.”80

This may be too self- congratulatory; history is filled with propagan-
dists and intelligence officers dramatically overestimating the impact 
of their efforts. Yet, in a 2019 tweet, even President Trump seemed 
to acknowledge the role of Rus sian operatives in “helping me to get 
elected,” though he emphasized that he “had nothing to do with” it 
and  later walked back any claim of Rus sian influence.81

Nevertheless, uncertainty clouds analy sis of the 2016 election.82

Most likely, in an election that turned on a razor- thin difference—
seventy- seven thousand votes spread across three states— altering 
any one of several components could have changed the outcome. 
Factors including the letters from FBI Director James Comey in Oc-
tober 2016, the Clinton campaign strategy, voter apathy, breathless 
media coverage of leaked emails, and many  others all contributed to 
voters’ decisions, and if any of them had played out differently, the 
final Electoral College tally might have gone the other way.83

It is more tractable to consider why the Rus sian shaping effort was 
able to work to the extent that it did. To focus only on the Rus sian 
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activity is to ignore other dimensions of the prob lem. Any influence 
effort is like a type of  simple machine: a wedge. It is most effective 
when it is driven into an already- existing crack, widening it inch by 
inch. The effectiveness of its application depends not just on the na-
ture of the wedge and how forcefully it is applied, but also on the vul-
nerability of the target. Thus, perhaps more than in other kinds of 
cyber operations discussed in this book, the harm in a cyber influ-
ence effort depends on the victim.

Soviet propagandists learned this long ago.84 They realized that the 
most effective influence operations use falsehoods that are not cut 
out of  whole cloth, but built on preexisting notions. Fairly or not, 
Hillary Clinton had a reputation in some quarters of the American 
electorate as corrupt and selfish. The leaks of emails showing DNC 
se nior staff discussing ways to undermine Sanders’s primary chal-
lenge played into this preconception. The social media campaign 
and real- world rallies exacerbated it still further. More generally, the 
Rus sian wedge widened under lying divisions in the United States on 
hot- button issues. It did not have to create racial tensions and ideo-
logical differences; they  were already  there waiting to be exploited.

The media environment helped the operation succeed. GRU op-
eratives communicated with reporters and gave them advance access 
to nonpublic documents they  were about to make public through 
DCLeaks.85 The journalists then wrote stories that publicized the 
leaks. Indeed, even though the files that WikiLeaks dripped out over 
the summer and fall of 2016 contained few major scandals, they at-
tracted widespread media coverage.

Amy Chozick, a leading reporter for the New York Times covering 
the Clinton campaign, captured the prevailing journalistic wisdom 
well. She wrote that, at the time of the Podesta leaks, every one 
in the newsroom “agreed that since the emails  were already out 
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there— and of importance to voters—it was The Times’s job to ‘con-
firm’ and ‘contextualize’ them.” It was only  after the election that she 
realized the degree to which she and many  others had served as “a 
de facto instrument of Rus sian intelligence.”86

It was not just the media that drew more attention to the Rus sian 
leaks. Candidate Trump helped advance the Rus sian effort, too, with 
his public statements. In the final month of the campaign, as the Po-
desta leaks  were underway, he explic itly drew attention to WikiLeaks 
at least 137 times in speeches and rallies. Three days  after the Pod-
esta emails first appeared, he exclaimed to a cheering crowd, “I love 
WikiLeaks!”87 Yet, despite his  earlier wish that the Rus sians deliver 
Clinton’s missing emails, Trump disputed credible assessments of 
Rus sian involvement in the leaks that followed. In a presidential 
debate, he said that no one was capable of knowing who had carried 
out the operation, famously suggesting that a four- hundred- pound 
hacker might be responsible.88

The situation has not gotten much better since the frantic days of 
2016. The United States could have treated the Rus sian operation as 
a harbinger of greater cyber destabilization to come. The two po-
liti cal parties could have come to agreement about the need for a 
united front against foreign interference. But the under lying divisions 
in the United States have only deepened. Perhaps worst of all, the 
differences seem to be not only of opinion or values, but of truth; 
Trump advisor Kellyanne Conway’s famous line about “alternative 
facts” highlights this divide.89 A democracy that cannot agree on fun-
damental realities— a foundation of truth that can prove impervious 
to foreign manipulation—is one that is highly susceptible to the 
shaping power of  future wedges.
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Exposure

ACCORDINg TO LEgEND, Israel’s famed intelligence ser vice Mossad 
wished an old curse upon its adversaries: “May we read about you 
in the newspapers.” For  those working in the murk of intelligence and 
counterintelligence, one of the most dreaded outcomes is unex-
pected exposure to the light. Public scrutiny can spoil power ful ca-
pabilities, reveal covert operations, and impose damaging constraints 
on  future action.

Though Mossad’s pox of publicity long predated cyber operations, 
it resonates even more deeply in the digital domain. As Chapter 5’s 
discussion of counterintelligence showed, when defenders under-
stand the specifics of an adversary’s network intrusion efforts, they 
can do more to thwart  those operations. When an intelligence agency 
cannot keep the tools and methods of its cyber operations covert, 
its adversaries can undermine operational security or even deploy 
them for their own use.

Given this paramount importance of secrecy, the news stories that 
began appearing in the summer of 2016 caused panic in the United 
States government. In August, a New York Times headline asked: 
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“Was the NSA Hacked?” Another one at the Washington Post was 
declarative: “Power ful NSA Hacking Tools Have Been Revealed On-
line.”1 Each publication carried new details on classified American 
cyber capabilities and their use. Other outlets rapidly picked up the 
story. Cybersecurity experts followed with published analyses of 
tools and operations once thought secret and secure. As with the 
Snowden revelations, the NSA was back in the news, and not in a 
good way.

The bad press continued. Rumors swirled that se nior military 
and intelligence officials recommended firing the head of the NSA, 
Michael Rogers, in part due to the breaches.2 By May of 2017, it 
was clear that hackers from around the world  were repurposing the 
NSA’s tools for their own destructive use, bringing further embar-
rassment to the agency that lost control of them in the first place. 
The Washington Post published a deep dive on one power ful exploit 
under a long banner: “NSA Officials Worried About the Day Its 
Potent Hacking Tool Would Get Loose. Then It Did.”3 A few months 
after that, the New York Times followed with an investigation of its 
own, replete with quotes from influential former NSA employees, 
outlining the failures in operational security and the damage done. 
After the agency’s brutal year, the Times headline captured the force 
of this new blow: “Security Breach and Spilled Secrets Have Shaken 
the NSA to Its Core.”4

These leaks and headlines  were part of a calculated campaign 
against US intelligence agencies. It was exposure deployed as a means 
of  doing harm, a mix of counterintelligence and sabotage.

Exposure is power ful. The enigmatic group forcing American 
hacking tools into view degraded the United States’ cyber capabili-
ties. It damaged the reputation of the NSA with repeated broadsides 
of criticism and misinformation. The group’s members seemed to 
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operate unchecked and unseen, releasing classified code and associ-
ated documents at opportune moments. Eventually,  these leaked 
tools helped enable two of the most devastating cyber attacks in his-
tory. All of this was made pos si ble  because the group had somehow, 
despite the extensive security precautions of the NSA, gotten their 
hands on a panoply of American secrets and de cided to share them 
with the world. This is that story, one of the deepest mysteries in 
modern cyber operations.

The Shadow Brokers

As noted in the Introduction to this book, the Shadow Brokers began 
with a post online. On August 13, 2016, amidst the drama of the 
summer election campaign and the slowly unfolding Rus sian elec-
tion interference operation, they announced that the NSA’s tools 
were up for auction.

The Shadow Brokers went on to clarify that they  were talking not 
just about the kind of malicious code samples that cybersecurity re-
searchers sometimes share with one another. No, they had access to 
something much more valuable: the full tools themselves, which they 
had obtained, they boasted, by watching the NSA’s hacking opera-
tions and by hacking the agency. Now they  were  going to sell the best 
of  those tools to the highest bidder.  These tools, they presciently sug-
gested,  were so power ful that they could spread quickly to com-
puters all over the world, granting enormous power to any hacker 
who wielded them.

This had some pre ce dent, if only in fiction. In the videogame se-
ries Mass Effect, a character called the Shadow Broker leads an 
organ ization that deals in intelligence. Its motto is “I know your  every 
secret, while you fumble in the dark.” By continually accessing and 
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selling information across a range of customers, the Shadow Broker 
maximizes its own profits. It does so while protecting itself, always 
working through disguises or agents. Even the subordinates in its 
own organ ization do not know its identity. More importantly, it 
structures its transactions such that no one customer can ever learn 
enough to gain a decisive advantage on the  others. They all must keep 
coming back to buy more insight. The Shadow Broker, with access 
to such a wide range of secrets, can always stay one step ahead.5

The real- life Shadow Brokers offered proof of their bona fides. 
They posted links to NSA hacking tools and screenshots of folders 
laden with NSA code names. The tools included power ful exploits 
against firewalls, which security researchers and journalists quickly 
realized came from the American hacking arsenal.6 News raced 
through the cybersecurity community: as outlandish as their claims 
seemed, the Shadow Brokers  were for real.

The Shadow Brokers anticipated the NSA’s interest. Calling the 
NSA by the name Equation Group, a label the Rus sian cybersecu-
rity com pany Kaspersky had coined, the Shadow Brokers taunted the 
agency directly. In answer to their own mocking question about 
which stolen files might be available for auction, the Shadow Bro-
kers wrote, “Equation Group not know what lost. We want Equa-
tion Group to bid so we keep [what  we’ve taken] secret.”7 If the NSA 
wanted to find out which files had been compromised, the Shadow 
Brokers  were saying—in an echo of Mass Effect— that it would just 
have to pay more than anyone  else.

The intrigue tempted journalists. From the very beginning, the 
Shadow Brokers desired wide attention, though they did not always 
receive as much as they wanted. In their first tweets, they tagged the 
Twitter accounts of major media organ izations, such as the New York 
Times, the BBC, CNN, the Wall Street Journal, Time, and many 
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others— including, perhaps most interestingly, the Rus sian news ser-
vice RT, WikiLeaks, and the conspiracy site InfoWars. They also 
sought par tic u lar attention in the cybersecurity community, tagging 
technology publications like Wired and Vice, as well as companies 
such as Kaspersky and Symantec.8 And in a lengthier message, the 
Shadow Brokers made it clear what they expected the press and cy-
bersecurity companies to do now that the files had been posted on-
line: “You write many words.”9

The Shadow Brokers also knew, however, that  others would do 
more than write about the hack. The publication of the NSA’s tools 
would help other hackers all over the world penetrate computer sys-
tems. Even just with the first set of exploits they released for  free, 
the Shadow Brokers said, “You break many  things.” The winner of 
the auction could go much further, using the tools on offer to “hack 
networks as like equation group.” What once only the NSA could do, 
now ordinary hackers would be able to do. The Shadow Brokers re-
vealed at least the partial erosion of the Nobody But Us princi ple.10

Just thirty minutes before the Shadow Brokers’ first appearance, 
a Twitter user with the name HAL999999999 sent two researchers 
at Kaspersky odd messages. In one, he seemed to suggest that he 
needed to speak with Eugene Kaspersky, the com pany’s enigmatic 
founder. In another, he suggested the time- sensitive nature of the 
need, warning “shelf life, three weeks.” The Kaspersky researchers 
did not see any of  these communications  until  after the Shadow Bro-
kers released their tweet. When the Kaspersky team did read the 
messages, however, they guessed that the mysterious requests might 
be related to the Shadow Brokers’ offer. Based on the Twitter user-
name, which appeared on other web sites, the researchers traced the 
messages back to Hal Martin, an employee with the NSA contractor 
firm Booz Allen Hamilton. Kaspersky tipped off the NSA.11
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Two weeks  later, on August 27, almost two dozen FBI agents and 
SWAT team members raided Martin’s  house and arrested him. 
Quickly, it became clear to the government that Martin had been 
hoarding terabytes of classified NSA files at his home, including what 
media reports would  later estimate as three- quarters of the agency’s 
hacking tools.12 Martin had even taken home classified documents 
just three days before the Shadow Brokers’ first post. In the aftermath 
of the Snowden leaks, any investigator applying Occam’s Razor at 
the moment of the arrest would have come to an obvious conclu-
sion: Martin was the Shadow Brokers.

Occam’s Razor would have been wrong. While Martin was in cus-
tody, the Shadow Brokers released their second message in Sep-
tember. Written in a mock Kim Jong-un voice, using a ste reo typical 
Asian accent, the message contained no new NSA files. Instead, the 
Shadow Brokers just ranted that  there  were not enough bidders on 
the auction and claimed that their aim was to make money. The mes-
sage closed with an ominous warning of what would happen if bid-
ding did not pick up: “we assume no one interested and we start ser-
ring on the under ground. Rots of transparency and discrosure 
there.” The Shadow Brokers  were threatening to sell the tools not to 
a single buyer like the NSA but to all comers in the darkness of the 
hacking world, enabling more criminals to employ what  were once 
the Five Eyes’ power ful and secret offensive capabilities.13

The Shadow Brokers’ third missive dropped the Kim Jong-un 
character but kept the rage. It excoriated the media for not giving the 
group enough exposure, especially given the magnitude of the ex-
ploits in the files. The auction, this post insisted, “is sounding crazy 
but is being real.” Again, the Shadow Brokers emphasized that they 
did not want fame but  were out to make money. They also touted the 
value of what they  were in a position to sell. While the  free sample 
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distributed during the summer included firewall exploits, the full 
batch would include the NSA’s hacking tools for use against “Win-
dows, Unix / Linux, Routers, Databases, Mobile, Telecom”—in other 
words, basically every thing.14

October 2016 was a fateful month. As outlined in Chapter 10, the 
Washington Post reported on Donald Trump’s lewd comments 
caught on tape before his Access Hollywood appearance, and the 
leaks of Demo cratic files accelerated. The US government also called 
out the Rus sian government for meddling in American elections. 
President Obama again warned the Kremlin to halt its aggressive ac-
tivities, and a leak to NBC News, reinforced by Vice President Joe 
Biden’s comments in an interview, indicated the United States was 
preparing its own cyber strike against Rus sia to unleash at a time of 
its choosing.15 Adding to the commotion, on October 5, the arrest 
of Hal Martin became public, sparking another round of worry about 
the NSA’s inability to keep secrets and renewed speculation about 
just who the Shadow Brokers might be.16

The Shadow Brokers continued to add fuel to the fire. On 
October 15, they announced the end of the hacking tools auction 
without the sale of the tools and posted a fake transcript of a con-
versation between Loretta Lynch and Bill Clinton featuring crude 
sexual discussion.17 Two weeks  later, they reappeared with continued 
po liti cal commentary. They condemned corruption in Amer i ca, 
highlighted the large number of Americans who do not vote, and sug-
gested that hacking or other wise disrupting the upcoming presi-
dential election would be a good  thing. They pointed out that the 
United States had itself interfered in elections overseas and was 
hardly blameless. They also suggested that the 2016 election inter-
ference was retaliation from Iran for American cyber attacks against 
its nuclear program.
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Along with their outraged polemic, the Shadow Brokers included 
more information on NSA activities, which they called, a day before 
Halloween, their “trick or treat.” They posted a list of NSA targets 
from all around the world, especially in China, and advised  those 
who had been breached on what they could do to preserve evidence 
so that network defenders could spot the NSA. They waved off 
Biden’s threats of cyber attacks as ravings of a “DirtyGrandpa.” In-
stead, the Shadow Brokers asked a question that seemed to imply 
they  were still in control: “How bad do you want it to get? When you 
are ready to make the bleeding stop, pay us, so we can move onto 
the next game.”18

As with their  earlier messages, the Shadow Brokers retained their 
focus on American media. They complained that they  were not re-
ceiving enough attention for their activities and speculated that ad-
justing their style might help: “TheShadowBrokers is making special 
effort not to using foul language, bigotry, or making any funny. Be 
seeing if NBC, ABC, CBS, FOX is making stories about now?”19

Nonetheless, in the week before the election and even in its after-
math, coverage of election interference far surpassed reporting on the 
Shadow Brokers’ activities in the mainstream press. The comparative 
silence was not  because journalists chose to ignore the Shadow Bro-
kers out of patriotism, but rather because too much  else was  going on. 
If Shadow Brokers wanted attention, they would have to do more.

The Escalation of Exposure

As 2016 turned to 2017, the United States entered a period of tumult. 
The Obama administration gave way to the Trump team. Newspa-
pers outdid each other with juicy leaks about Rus sian election in-
terference, the presidential transition, and other forms of po liti cal 
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intrigue. “Fake news” and “post- truth” became  house hold terms; 
the latter was Oxford En glish Dictionary’s 2016 word of the year.20

The Shadow Brokers tried to make themselves heard, especially to 
their target audience at the NSA, over the din.

On December 14, 2016, a user with the pseudonym Boceffus 
Cleetus posted on Twitter and Medium. His brief message was laced 
with American pop culture references and written in a cartoonish 
cowboy voice. Boceffus pointed to a new site utilizing ZeroNet, a 
peer- to- peer web- hosting technology that is hard to take offline and 
popu lar with cryptocurrency devotees, where the Shadow Brokers 
had very recently posted a list of NSA tools for sale. Boceffus said he 
was just a “ZeroNet enthusiast” who had “found” the Shadow Bro-
kers’ site— but his portrayal of himself as unassociated with the 
group strains credulity.21

Whether he was a sock puppet account or not, Boceffus was right: 
the Shadow Brokers had begun selling more NSA exploits on a Ze-
roNet site. The group had evidently abandoned the auction model 
from the previous August. Instead, they would offer an à la carte 
menu of hacking tools, with prices listed for each. To verify the sale 
was real and prove that they  were the same Shadow Brokers, they 
posted some new screenshots of NSA capabilities and signed their 
message with a cryptographic key to which only they had access. 
To gain more attention, the Shadow Brokers sent out a flurry of 
tweets and gave a brief interview to the technology publication 
Motherboard.22

The collection of exploits on offer was vast. Confirming some 
claims the Shadow Brokers had made in August, this latest trove 
proved they had access to much more than the firewall- hacking code 
they had released at first. It indicated that they had obtained a wide 
range of NSA tools capable of breaching many differ ent kinds of tar-
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gets, and that hundreds of cyber capabilities  were compiled and pre-
pared for use. Supplementing the tools themselves  were NSA user 
guides to stealthy cyber operations. Classified code names laced the 
uploaded files. Though the tools and manuals  were often a few years 
old, they provided substantial insight into how the NSA went about 
its business of global espionage.

A well- established security analyst known only as thegrugq 
summed up the situation as “definitely a gut punch” for the NSA, 
one that exposed “a lot of operational detail and lessons” even if the 
tools  were slightly out of date.23 The Shadow Brokers, for their 
part, once again indicated that they knew the harm they  were 
doing and could stop it— for the right price. “TheShadowBrokers is 
not being irresponsible criminals,” the group said in their Mother-
board interview. “TheShadowBrokers is opportunists. TheShad-
owBrokers is giving ‘responsible parties’ opportunity to making 
things right.”24

Evidently the responsible parties did not step up, at least not to 
the Shadow Brokers’ satisfaction. The group began the new year 
with a series of tweets mocking  those who thought Rus sians inter-
fered in the 2016 American election.25 On January 7, they posted 
another message announcing they would now also sell NSA tools 
for hacking Win dows.26 Only a few days  later, the Shadow Brokers 
issued what they called a “farewell” post, claiming that since not 
enough  people  were paying them, they  were  going to shut down 
rather than bear the risk of continued operations. “Despite theo-
ries, it always being about bitcoins for TheShadowBrokers,” they 
wrote. “ Free dumps and bullshit po liti cal talk was being for mar-
keting attention.”27 To back this up, they posted their bitcoin ad-
dress one more time, suggesting that the NSA’s tools would still be 
for sale if the right buyer came along.
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Two links at the bottom of the farewell message  were small but 
packed a mighty punch.  These links enabled anyone to download 
sixty- one differ ent NSA hacking tools, including some that could by-
pass the leading antivirus software without detection. With  these 
power ful signals intelligence wares abruptly dumped online, cyber-
security companies reacted to the threats to their users, and rushed 
to bring out security updates. Maybe worse for the NSA, skilled cy-
bersecurity professionals all over the world gained the ability to look 
through their logs of network activity and, using the leaks as a guide, 
detect any NSA operations and American hacking techniques hidden 
in them.

Even if the dump of exploits did not create the national media 
splash the Shadow Brokers had long sought, it attracted enormous 
attention in the technology press. Former NSA hacker Jake Williams 
called it a “burn- it- to- the- ground moment,” remarking on how the 
Shadow Brokers had chosen such a bold move for the closing days 
of the Obama administration.28 The group had fired a potent parting 
shot and, with the advent of the Trump presidency, seemed prepared 
to fade from view.

Indeed, the Shadow Brokers stayed  silent in the ensuing months. 
They did not reappear  until April 2017,  after President Trump or-
dered an airstrike on Syrian air bases in retaliation for the Syrian use 
of chemical weapons. This time, they addressed their message di-
rectly to the new commander in chief: “Respectfully, what the fuck 
are you  doing? TheShadowBrokers voted for you. TheShadow-
Brokers supports you. TheShadowBrokers is losing faith in you. 
Mr. Trump helping theshadowbrokers, helping you. Is appearing you 
are abandoning ‘your base,’ ‘the movement,’ and the  peoples who 
getting you elected.”
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What followed was a screed entitled “ Don’t Forget Your Base,” 
stretching to more than fifteen hundred words. Reflecting an ap-
parent knowledge of po liti cal cleavages in the United States, the 
Shadow Brokers’ text touched on a wide range of American policies 
and issues, from Rus sia relations to white privilege. It criticized the 
Trump administration for kowtowing to “globalists” and suggested 
that Trump focus only on what his die- hard supporters wanted. 
Among other suggestions, the Shadow Brokers advised that Trump 
should “double- down” on his relationship with Putin, should support 
nationalist and isolationist policies, and should ignore any probes 
into  whether the 2016 election was hacked or rigged.

Yet the most significant aspect of the Shadow Brokers’ post was 
not its po liti cal advice or its half- baked policy ideas. It was the 
indecipherable part of the message, near the very end: CrDj”(;Va.*
Ndlnz B9M? @K2)#>deB7mN.29 This was the long- hidden decryp-
tion password to the file the Shadow Brokers had first posted in 
their auction the previous August. The password enabled anyone to 
access the package of tools that supposedly could have fetched the 
group millions of dollars. Now, the once- prized hacking toolkit was 
freely available for every one  else to use for their own purposes and 
largely worthless for the NSA.

The next day, the Shadow Brokers posted another lengthy mes-
sage, touching on Edward Snowden, the Supreme Court, and much 
more. Reversing their “always being about bitcoin” claim, they now 
outlined a differ ent reason for the per sis tent revelation of NSA ca-
pabilities: “No more classifying bullshit. No more black bud gets and 
black ops.”30 In other words, by exposing the agency’s capabilities 
and by subjecting it to public scrutiny again and again, they hoped 
to degrade and limit what the NSA could do. For all the Shadow 
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Brokers’ criticism of US foreign policy, they left no doubt that it was 
the country’s signals intelligence capability that was most in their 
sights.

And the drumbeat continued. Next, the Shadow Brokers escalated 
still further by calling out Jake Williams, the cybersecurity analyst 
who had analyzed their activities, as a former member of an elite NSA 
hacking unit. This move came just a few weeks  after the US Depart-
ment of Justice indicted two Rus sian intelligence officers and two 
Rus sian criminal hackers for their breach of Yahoo. It also came amid 
concerns expressed by former NSA employees that foreign govern-
ments could identify and prosecute them in retaliation.31

The Shadow Brokers seemed to play on  these fears. They said that, 
while they did not plan to make a “habit” of identifying  those who 
had worked in secret roles for the NSA, they would make “exception 
for big mouth.”32 The threat was clear: not only could they leak the 
NSA’s tools, but they could identify its  people; not only could they 
damage the larger organ ization, but they could expose the usually 
out- of- view individuals who helped make it tick.

Throughout the spring of 2017, the flow of information was largely 
in one direction. The Shadow Brokers continued to expose NSA ca-
pabilities and shape the public narrative. They seemed to be playing 
a two- level game, communicating with the media and the public on 
one hand and with the NSA on the other. Parts of their missives 
seemed tailored to one group or the other. In their next post, the 
Shadow Brokers seemed both to acknowledge the multiple purposes 
behind their messages and to toy once more with the NSA. They left 
no doubt that they  were in control: “TheShadowBrokers showing 
you cards theshadowbrokers wanting you to be seeing. Sometime 
peoples not being target audience.”33 They released this warning just 
before Easter, on Good Friday.
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The Good Friday post was more than words. It was a body blow. 
The Shadow Brokers released twenty- three more NSA hacking tools, 
including some with im mense power. One of  these, DOUBLE-
PULSAR, was malicious code capable of hiding itself deep within 
a computer’s operating system and allowing a hacker to issue a 
wide range of commands to the machine while avoiding detec-
tion. Security analysts who reverse- engineered DOUBLEPULSAR 
noted the sophistication and power of its technique, calling it one 
of the most potent pieces of malicious code released in the previous 
de cade.34

Hackers all over the world quickly put DOUBLEPULSAR to use. 
In just the two weeks  after the Shadow Brokers’ release of the code, 
other hackers collectively used it to infect almost half a million com-
puters, the vast majority of them in the United States.35 The NSA 
had once used DOUBLEPULSAR to  great effect in its mission to spy 
silently on targets all over the world. By exposing the capability, the 
Shadow Brokers had turned the agency’s tool back on the United 
States. The chaos from DOUBLEPULSAR diminished internet se-
curity and disproportionately hurt Americans.

The Shadow Brokers also released ETERNALBLUE, another key 
Five Eyes exploit. It targeted Win dows computers and did so with 
great effectiveness. The NSA and its partners had deployed the tool 
for more than five years as a key part of their arsenal. ETERNAL-
BLUE was so power ful, a former agency employee told the Wash-
ington Post, “it was like fishing with dynamite.” Another former 
agency employee described the intelligence haul gained from de-
ploying the tool as “unreal.”36 Once again, the Shadow Brokers had 
removed power ful arrows from the NSA’s quiver and distributed 
them around the world for anyone to use. The leak of ETERNAL-
BLUE helped enable two massive cyber attacks, as Chapters 12 and 
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13  will discuss, as well as operations by financially motivated cyber 
criminals.37

For good mea sure, the Shadow Brokers also revealed still more 
about NSA operations and targets. They released tools the agency’s 
hackers had used to gather information from worldwide financial 
networks, and files revealing that the NSA had hacked key banks 
in Qatar, the United Arab Emirates, Palestine, Kuwait, and Yemen. 
One of  these files showed the list of network administrator ac-
counts at vari ous overseas financial institutions compromised by 
the NSA, which journalists quickly confirmed as belonging to real 
employees.38

In May, the Shadow Brokers continued to taunt the NSA. At the 
same time, they offered more justifications for their be hav ior, 
claiming to be responsible entrepreneurs and nothing more. More 
significantly, they announced yet another change in their approach 
to making money: they would move to a subscription ser vice. Their 
new business model, as they put it, was “being like wine of month 
club. Each month  peoples can be paying membership fee, then get-
ting members only data dump each month.” Instead of wine, the 
members of this proposed club would receive newer and more 
power ful NSA exploits, as well as information about the NSA’s 
hacking operations against banking systems and against the nuclear 
programs of Rus sia, China, Iran, and North  Korea.

Once again, however, the Shadow Brokers offered an alternative, 
undoubtedly with the NSA in mind. Practically yelling, they wrote, 
“OR IF RESPONSIBLE PARTY IS BUYING ALL LOST DATA BE-
FORE IT IS BEING SOLD TO THEPEOPLES THEN THESHAD-
OWBROKERS  WILL HAVE NO MORE FINANCIAL INCEN-
TIVES TO BE TAKING CONTINUED RISKS OF OPERATIONS 
AND  WILL GO DARK PERMANENTLY.”39 Of course,  whether 
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anyone could trust the Shadow Brokers to hold up their end of a deal 
was, at best, an open question. But it was a moot point. The NSA, at 
least in public, kept its silence.

Who, What, and How?

With the advent of their private monthly subscription ser vice, the 
Shadow Brokers faded from public view. They released no new 
hacking tools to the wider internet in the summer of 2017, though 
they claimed to have continually provided copies of the NSA’s ex-
ploits to their subscribers— a claim for which  there is no evidence. 
Perhaps most significantly, they threatened to identify another 
former NSA hacker and link him to a specific operation in China, 
prompting further concern that the Shadow Brokers had penetrated 
the agency so deeply that they could determine which employees had 
carried out which operations. But, despite the threat, the group did 
not seem to follow through.40 All in all, the saga of the Shadow Bro-
kers seems to have ended with a whimper rather than a bang.

It continues, however, to be a tremendous mystery. Tracking all 
the moving pieces, it can be easy to lose focus on critical questions: 
Who are the Shadow Brokers? What did they pilfer from the NSA? 
How did they manage to do it? The answers are still unknown, but 
some informed speculation can lay out plausible theories.

The who question attracted the most interest from the start. 
Immediately  after the Shadow Brokers’ first appearance in August 
2016, analysts offered two theories. Some thought it likely that the 
Shadow Brokers  were a cover for a disgruntled NSA employee or 
contractor.41 This person might have been looking to profit off their 
access to some of the agency’s impor tant capabilities. The Shadow 
Brokers’ apparent access to a wide array of tools and documents 
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lent support to this theory. In 2019, someone with an anonymous 
Twitter account, who seemed to have intimate knowledge of NSA 
lingo, claimed that a group of former government insiders was re-
sponsible for the Shadow Brokers, but offered no evidence.42 If 
that tweet was accurate,  there was no foreign hand  behind the 
operation.

Other well- known cybersecurity analysts suspected that an ad-
versarial foreign government orchestrated the Shadow Brokers’ 
campaign. Given the Kremlin’s penchant for hacking and leaking 
operations and the Shadow Brokers’ elevated risk tolerance, Bruce 
Schneier and Matt Tait both theorized that the Shadow Brokers 
might be a direct Rus sian government operation.43 To  these and 
other analysts, the group’s increasingly po liti cal statements in the fall 
of 2016 and into 2017 indicate something beyond just a disgruntled 
employee.

Even if a Rus sian intelligence agency was not directly controlling 
the account, leaks from the United States’ investigation suggest some 
Rus sian government involvement.44 What form this took is unclear. 
Rus sian intelligence agencies may have run the operation themselves, 
just as they operated the Guccifer 2.0 persona in 2016. Or the agen-
cies may have provided some pilfered NSA files to a profit- seeking 
intermediary who conducted the Shadow Brokers operation;  there 
is ample evidence generally that Rus sian government cyber opera-
tions mix freely with the world of or ga nized crime.45

The “what” mattered, too. Even if the United States government 
had, according to news reports, at least a provisional sense of who 
was responsible for orchestrating the leaks, it apparently still had 
questions about what exactly the perpetrators had taken. It was a 
matter of  great importance to determine just what was in that stolen 
cache and what was not. The Shadow Brokers’ haul, from exploits 
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to manuals to operational notes, had already proved itself to be stun-
ning, but the possibility lingered that even more had been taken 
than had thus far been released.

All of this leads to the obvious question: how did the Shadow Bro-
kers get their hands on this top- secret data? One guess that gained 
wide circulation for much of the summer and fall of 2016 was known 
as the staging server theory. This assumed that the Shadow Brokers 
were unlikely to have penetrated the classified networks of the NSA. 
Instead, the theory suggested, when the NSA’s own hackers moved 
tools, during some routine operational preparation, from its most 
protected classified systems onto the staging servers from which they 
would launch operations against targets, a foreign intelligence agency 
observing NSA efforts might have detected the activity and seen its 
chance to gain access to NSA tools. As Chapter 5 described, the NSA 
has targeted Chinese hop points in a similar way.

But the staging server theory had big flaws. First, it was and is stan-
dard practice at the NSA to rename hacking tools before using them 
in operations, in part to obfuscate their under lying code names. 
Second, the NSA— like all intelligence agencies with good opera-
tional security— did not stage large amounts of material outside of 
classified networks, and certainly would not have done that on just 
one server. Third, it was unlikely that NSA hackers would make so 
many operational  mistakes that a foreign intelligence agency, even 
one as advanced as Rus sia’s, could access so many of their tools.

The staging server theory looked less and less plausible as the re-
leases continued. With the December file dump, it lost even more 
credibility. The collection of pilfered files at that point was so broad 
and included tools that targeted such a wide range of systems that it 
was very improbable they had come from just one staging server.46

In the spring of 2017, when the NSA’s operational notes and plans 
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began appearing in the Shadow Brokers’ releases, the staging server 
theory seemed entirely debunked;  there would have been no op-
erational value in placing  those kinds of files, which  were not 
hacking tools, on a server outside the classified NSA network.

The August 2016 arrest of Hal Martin provided another, more 
plausible theory: even if he himself  were not the entirety of the 
Shadow Brokers— and he  couldn’t be, since the messages and re-
leases continued during his imprisonment— perhaps the Shadow 
Brokers had obtained the information from him, with or without his 
knowledge. Over a twenty- year  career, including stints as a con-
tractor supporting the NSA’s Tailored Access Operations intrusion 
team, Martin certainly had had extensive access. Indeed, prosecutors 
alleged that he had brought home “many thousands of pages” of clas-
sified material as well as terabytes of sensitive digital data.47 But 
while investigators concluded that Martin had taken copies of large 
numbers of the agency’s hacking tools, they could find no evidence 
that he had sold or distributed them.

In 2017, another theory gained more credence: that a differ ent 
NSA employee, Nghia Hoang Pho, had also taken home troves of files 
starting sometime in 2014 or 2015, using removable media such as 
USB drives. Pho eventually pled guilty to unauthorized removal of 
classified information, telling the judge that he had worked from 
home to improve his job per for mance.  There is no evidence that Pho 
was motivated by malice, or that he knowingly shared the files with 
a foreign government.

Still, on the home computer on which Pho stored the files, he also 
ran a copy of antivirus software made by none other than Kaspersky, 
the Rus sian firm that had tipped off the NSA to Hal Martin in the first 
place.48 As a popu lar antivirus com pany, Kaspersky has wide access 
to the files of clients all over the world. The com pany was investi-
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gating a large set of NSA hacking operations at the time Pho loaded 
the files to his computer.49 As a result, the Kaspersky software on 
Pho’s computer identified the NSA files as worthy of further study 
and sent copies of them back to Kaspersky’s headquarters, though it 
is not clear if  these are the files that the Shadow Brokers ultimately 
leaked. From  there, an Israeli counterintelligence operation that had 
hacked Kaspersky reportedly discovered the files on the com pany’s 
servers, raising alarm bells among Western intelligence agencies.50

What happened  after the files made their way to Kaspersky is not 
clear. Court documents suggest that Pho’s files plausibly ended up 
in the hands of a potential adversary, presumably Rus sia, though they 
do not specify how. Admiral Mike Rogers, NSA director at the time, 
cast the harm of the exposure in stark terms. He said that Pho took 
and compromised “some of NSA’s most sophisticated, hard- to-
achieve, and impor tant techniques of collecting [signals intelli-
gence] from sophisticated targets of the NSA, including collection 
that is crucial to decision makers when answering some of the Na-
tion’s highest- priority questions.” Rogers added an ominous warning: 
“Compromise of one technique can place many opportunities for in-
telligence collection and national security insight at risk.”51  After 
Pho received a sentence of sixty- six months in prison, the Depart-
ment of Justice noted that Pho “forced NSA to abandon impor tant 
initiatives to protect itself and its operational capabilities, at  great 
economic and operational cost.”52

Kaspersky disputes, however, that it was the mechanism through 
which the files made their way to Rus sia or any other potential ad-
versary. Once the  matter became public, the firm claimed that, at the 
direction of CEO Eugene Kaspersky, it had destroyed its copies of 
the files  after realizing that they  were classified NSA documents. Yet 
the com pany would not confirm when that destruction took place. 
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Kaspersky also suggested that the data logs from its product on Pho’s 
computer indicate that he disabled the com pany’s antivirus at some 
point in order to load pirated versions of Microsoft Office, which 
came with malicious code from unknown hackers. Kaspersky indi-
cated that hackers breached Pho’s computer on several occasions 
after that. The firm implied that any of  those hackers could have 
either been responsible for the Shadow Brokers’ releases or given the 
pilfered files to someone who was.53

There are reasons to doubt Kaspersky’s theory of the case, how-
ever. Skeptics have long suspected Kaspersky of having ties to the 
Rus sian government, though direct public evidence of a link was 
scant before the Shadow Brokers saga, and though the firm’s sup-
porters point to its having helped the United States by turning in 
Martin. For years, Eugene Kaspersky has vehemently denied helping 
any government with cyber espionage efforts, but  those protesta-
tions may be untrue. Alternatively, other Kaspersky employees 
might have, without their boss’s knowledge, provided information 
to Rus sian intelligence ser vices, perhaps including files taken from 
Pho’s computer. Fi nally, Kaspersky itself could well be a target of sur-
veillance; the com pany’s telecommunications infrastructure was in 
Rus sia at the time and was likely subject to Rus sian passive collec-
tion.54 The truth could even be a combination of some of the above.

The question of how the Shadow Brokers obtained their illicitly 
gained wares may not have just one answer. The Shadow Brokers 
might have drawn on years of counterintelligence activities, espe-
cially if they  were a front for the Rus sian intelligence community or 
some criminal group with an arm’s- length relationship with the 
Kremlin. Just as the NSA has long studied and tracked other states’ 
hackers, the Rus sians have long observed American hackers in ac-
tion. The source for the Shadow Brokers might not have been one 
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breach, one compromised staging server, or one employee with the 
wrong antivirus software. It might have been a dedicated adversary 
conducting counterintelligence operations for years and meeting 
with at least some success. It should always be kept in mind how tire-
less and aggressive the NSA’s counter parts are. But  there remained 
one big question.

Why?

Whether the Shadow Brokers sourced the NSA’s secrets from one 
breach or several,  whether the operation was orchestrated directly 
by the Kremlin or through some proxy, why did they reveal the stolen 
secrets?  Doing so meant passing up serious opportunities. Armed 
with tools like ETERNALBLUE and intelligence pilfered from the 
NSA’s networks, whoever was  behind the Shadow Brokers could 
have hacked an enormous number of targets all over the world. They 
could have run sophisticated counterintelligence operations against 
the NSA, watching the agency when it thought it was operating un-
observed. As well as foreclosing  these possibilities,  going public also 
meant that the backlash from exposure would inevitably force the 
NSA to investigate, possibly leading to the discovery and remedia-
tion of some of the agency’s security vulnerabilities. The exposure 
of capabilities might also have prompted some major retaliation by 
the NSA, or by other levers of American power, although that does 
not appear to have happened.

One possibility— aligned with the theory that the Shadow Brokers 
was a Rus sian government effort—is that the operation intended to 
send a signal. As the NSA and other American intelligence agencies 
tracked Rus sian hacking activity in the summer of 2016, the posting 
of NSA files may have been a warning to back down; if so, the 
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massive releases  were quite aggressive signals.55 During the run-up 
to the election and then the transition to the Trump administra-
tion, the Shadow Brokers’ increasingly po liti cal posts may have at-
tempted to deter American retaliation, with the lingering threat of 
further exposure as punishment. Yet  there is not nearly enough 
public evidence to support this view over other possibilities. If it was 
a signal, the case provides very  little clarity on what specifically the 
signal was, much less  whether the United States government re-
ceived it as intended.

Alternatively, money may have been the motivation. The Shadow 
Brokers’ multiple reminders that, for the right price, they would 
hand over what they had taken do not particularly fit with the theory 
that the Shadow Brokers saga was purely an operation controlled by 
the Rus sian government, which likely did not need the cash. It more 
readily suggests that  behind the Shadow Brokers’ operation was a 
profit- seeking intermediary partially tied to the government, or a 
criminal group that was entirely separate, or a disaffected insider. 
Any of  these possibilities would also be more consistent with the 
Shadow Brokers’ constant complaints about a lack of media atten-
tion and too few auction bidders.

One final theory seems to be the simplest and likeliest: this was 
sabotage in the form of exposure— and sabotage is a classic form of 
shaping. By dragging the NSA’s capabilities into the light of day, the 
Shadow Brokers eroded the agency’s capacity to use its power ful 
hacking tools. In the words of Leon Panetta, a former head of the CIA 
and former Secretary of Defense, “ these leaks have been incredibly 
damaging to our intelligence and cyber capabilities.” The operational 
effect of a leak is devastating, he said. “ Every time it happens, you 
essentially have to start over.”56 It would certainly make sense for a 
hostile foreign intelligence agency to want to inflict this kind of 
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setback on the United States, and perhaps it would make sense for a 
traitorous insider to feel similarly.

The timing of the Shadow Brokers’ releases was devastating, too. 
As the group methodically burned NSA capabilities, the United 
States was trying both to resist aggressive Rus sian influence opera-
tions and to deploy cyber capabilities alongside its military opera-
tions against the Islamic State. In the end, the cyber operation against 
the Islamic State fell far short of expectations, according to an after-
action review by Secretary of Defense Ash Car ter.57 This failure was 
prob ably for reasons unrelated to the Shadow Brokers, but it is cer-
tain that the exposure of American cyber capabilities did not help.

Maybe even worse, by emphasizing how the NSA had lost its 
secrets, the Shadow Brokers subjected the agency to withering crit-
icism. Privacy advocates had long railed against the agency’s prac-
tices, but now leading technology companies also voiced their 
concerns. Referring to ETERNALBLUE and its role in enabling an-
other massive cyber attack, discussed in Chapter 12, Microsoft 
president Brad Smith said, “this vulnerability stolen from the NSA 
has affected customers around the world. Repeatedly, exploits in the 
hands of governments have leaked into the public domain and caused 
widespread damage. An equivalent scenario with conventional 
weapons would be the US military having some of its Tomahawk 
missiles stolen.” Smith believed the NSA’s aggressiveness in ex-
ploiting computers and the agency’s inability to secure its systems 
had led to increased cybersecurity risks for users everywhere.58

The Shadow Brokers almost certainly did more harm to United 
States security and intelligence collection capabilities than Snowden 
did. Snowden took his documents to journalists and let them de-
termine what was in the public interest to publish. While the NSA 
strenuously disagreed with many of  those journalists’ decisions, the 
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United States government was at least often consulted and alerted 
prior to publication. It could make the case for why some documents 
should be partially or entirely redacted.59 Indeed, as a result of  these 
redactions, the published Snowden documents are comparatively 
silent on some notable categories of operations, especially the NSA’s 
active hacking efforts against non- democracies.

The Shadow Brokers, by contrast, took their pilfered haul directly 
to the internet. Despite their protests to the contrary, they seemed 
to revel in releasing NSA tools that would have explosive secondary 
effects, such as ETERNALBLUE and DOUBLEPULSAR.60 They 
also revealed operations against specific systems and organ izations, 
such as  those in the  Middle East, which appeared to be clearly legiti-
mate intelligence targets by any standard. Even worse, they threat-
ened to reveal operations against still more sensitive targets, such as 
the Chinese and Rus sian nuclear and ballistic missile programs, a 
threat they do not seem to have carried out.61

The Shadow Brokers’ exposures fit into an intriguing and alarming 
pattern. During the years of Snowden revelations, some published 
documents that  were widely assumed to have come from his trove 
in fact did not. This set of leaks from someone other than Snowden 
included some of the more operationally useful files, such as the Ad-
vanced Network Technologies directory of NSA tools that the 
German magazine Der Spiegel published in December 2013.62 The 
exposure of this cata log likely forced the agency to reconfigure its op-
erational practices. Other articles accused the NSA of spying on 
German Chancellor Angela Merkel and on internet users using 
privacy- protecting software.  These stories appear to contain mate-
rial from the Snowden trove but also from other unknown sources.63

One provocative possibility is therefore that the Shadow Brokers 
saga is the latest and most significant iteration of a damaging trend 
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of exposure orchestrated by the same foreign actor. The evidence to 
support this is thin but intriguing. Combine this possibility with 
others— that the Rus sian government had a hand in the Shadow Bro-
kers operation and that the source was ongoing counterintelligence 
operations rather than a single breach— and the pieces seem to fit to-
gether in a theory that makes sense. If true, it would provide a long-
sought explanation for the non- Snowden leaks. An emboldened 
Rus sia, especially  after their successes in the 2016 election interfer-
ence, might have de cided to escalate a leaking campaign to sabotage 
every thing it could.

What ever the source and the primary motivation, exposure does 
damage. Most significantly, as Panetta noted, the NSA must rebuild 
a  great deal of its tooling and operational procedures in the aftermath 
of any serious breach. It must notify vendors of the pilfered hacking 
tools so that they can issue security updates to protect American 
computers. But if the NSA is unable to determine just what the in-
truders took, then it might overcompensate for the breach. Out of 
an abundance of caution, the NSA might surrender information to 
vendors on exploits the Shadow Brokers did not in fact obtain, 
stripping itself of capabilities that other wise would be useful.64 The 
uncertainty the Shadow Brokers created, coupled with the NSA’s 
responsibility for public security, could lead the agency into harming 
itself.

Of course, it is impossible to know based on public information 
whether the US government has better answers to  these who, what, 
how, or why questions. Leaks to reporters from the investigation sug-
gest that intelligence agencies see the hand of the Rus sian govern-
ment, at least in some form,  behind the Shadow Brokers. Leaks sug-
gest, as well, that the presence of Kaspersky on Pho’s computer also 
provided a source of classified information to the Rus sians, but it was 
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possibly not the only one. The confidence of  these internal assess-
ments is also not known, and the US government may still have deep 
unanswered questions.

Some of  those questions relate to what the Shadow Brokers took 
and perhaps why they released what they did. It seems that, at least 
into 2018, the United States was still trying to get answers. According 
to multiple media reports, the CIA spent months  running a Eu ro pean 
operation aimed at discovering what was in the Shadow Brokers’ 
haul. The effort began in 2017, just as the Shadow Brokers’ releases 
intensified. The CIA met with a Rus sian intermediary who appeared 
to be well- connected within the Rus sian intelligence community and 
who offered to sell the agency copies of the files the US intelligence 
community had lost.

The deal meandered through twists and turns. The Americans 
strug gled to determine if the intermediary had access to all that he 
claimed. They grew alarmed when he kept offering to share infor-
mation on Donald Trump’s ties to Russia— a po liti cally fraught 
topic, given the Trump White House’s already poor and suspicious 
relationship with its own intelligence community. The CIA made 
clear that such information was “unsolicited,” but still feared that 
the intermediary was part of a Rus sian influence operation to drive 
a wedge between differ ent parts of the US government. The agency 
worried that, if the operation leaked, Trump would see it as an 
attempt to undermine him. As it turns out, the CIA was right to 
fret, since the operation did come out and Trump made just that 
accusation.

The Rus sian intermediary wanted reassurance that the US intel-
ligence community was  behind the effort, not rogue operators. To 
reassure him, the Americans gave him advance notice of a series of 
tweets the NSA would post to its Twitter account. This foreknowl-
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edge of social media posts established their bona fides, convincing 
the intermediary that the operation had official approval.

Ultimately, it appears the intermediary did not deliver.  After re-
ceiving a first payment from the Americans, he provided files that 
were genuinely from the Shadow Brokers’ trove— but that had al-
ready been released. Even  after a reported additional payment of 
$100,000, routed through an indirect channel, the intermediary could 
provide information only on what he said  were Trump’s ties to Rus sia. 
He offered  little insight on  matters related to the pilfered files. When 
pressed, he told the Americans that his instructions from Rus sian 
intelligence officials  were to hold back any information about the 
Shadow Brokers.

The American operatives reportedly confronted the intermediary 
and gave him a choice: change sides and provide information on his 
contacts in Rus sian intelligence, or leave Eu rope and return to Rus sia 
for good. Without hesitation, the man chose the latter option.65 As 
he walked out the door, the damage of exposure was clear: some of 
the NSA’s deepest secrets  were plastered all over the internet, but the 
Shadow Brokers’ own workings remained as mysterious as ever. They 
had reshaped the game.
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Theft, Ransom, and Manipulation

THE BILLS ARE CALLED SUPERNOTES. Their composition is three-
quarters cotton and one- quarter linen paper, a challenging combi-
nation to produce. Tucked within each note are the requisite red and 
blue security fibers. The security stripe is exactly where it should 
be and, upon close inspection, so is the watermark. Ben Franklin’s 
apprehensive look is perfect, and betrays no indication that the 
currency, supposedly worth one hundred dollars, is fake.

Most systems designed to catch forgeries fail to detect the super-
notes. The massive counterfeiting effort that produced  these bills 
appears to have lasted de cades. Many observers tie the fake bills to 
North  Korea, and some even hold former leader Kim Jong- Il person-
ally responsible, citing a supposed order he gave in the 1970s, early 
in his rise to power.1 Fake hundreds, he reasoned, would si mul ta-
neously give the regime much- needed hard currency and under-
mine the integrity of the US economy. The self- serving fraud was also 
an attempt at destabilization.

At its peak, the counterfeiting effort apparently yielded between 
$15 million and $25 million per year for the North Korean govern-
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ment.2 The bills ended up all over the world, allegedly distributed by 
an aging Irish man and laundered through a small bank in Macau. The 
North Koreans supplemented the forging program with other illicit 
efforts.  These ranged from trafficking opiates and methamphet-
amines, to selling knockoff Viagra, to smuggling parts of endan-
gered animals in secure diplomatic pouches.3 All told, United States 
government experts suggest that the regime at one point netted more 
than half a billion dollars per year from its criminal activities.4

During the first de cade of the 2000s, the United States made  great 
pro gress in thwarting North  Korea’s illicit be hav ior, especially its 
counterfeiting operation. A law enforcement campaign stretching to 
130 countries infiltrated the secret trafficking circles and turned up 
millions of dollars in bogus bills. In one dramatic scene, authorities 
staged a wedding off the coast of Atlantic City, New Jersey, to lure 
suspects and arrest them when they showed up. The US Trea sury 
Department also deployed its expanded Patriot Act powers, levying 
financial sanctions on the suspect bank in Macau and freezing $25 
million in assets.

The wide- reaching American operation seemed to work. By 2008, 
the prevalence of supernotes had declined dramatically. One FBI 
agent involved in the United States effort offered an explanation: “If 
the supernotes have  stopped showing up, I’d venture to say that 
North  Korea quit counterfeiting them. Perhaps  they’ve found some-
thing  else that’s easier to counterfeit  after they lost the distribution 
network for the supernote.”5  Under pressure from American inves-
tigators, and challenged by a 2013 redesign of the $100 bill, the North 
Koreans moved on to newer tricks for illicitly filling their coffers.

It should be no surprise that hacking would be one of  these. North 
Korean leadership has taken care to identify promising young  people 
and get them computer science training in China or even— undercover 
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as diplomats to the United Nations—in the United States. Once trained, 
the North Koreans often live abroad, frequently in China, as they carry 
out their cyber operations. This gives them better internet con-
nectivity and more plausible deniability of North Korean govern-
ment ties, while still keeping them out of the reach of United States 
law enforcement.6

These North Korean hackers have carried out a systematic effort 
to target financial institutions all over the world. Their methods are 
bold, though not always successful. In their most profitable opera-
tions, they have manipulated how major financial institutions con-
nect to the international banking system. By duping components of 
this system into thinking their hackers are legitimate users, they have 
enabled the transfer of tens of millions of dollars into accounts they 
control. They have tampered with log files and bank transaction rec-
ords, prompting a flurry of security alerts and upgrades in interna-
tional financial institutions. Most publicly, and perhaps by accident, 
the hackers have disrupted hundreds of thousands of computers 
around the world in a ham- fisted effort to hold valuable data for 
ransom. Through their successes and failures, they learned to modify 
and combine their tricks, evolving their operations to be more 
effective.

Even with a mixed track rec ord,  these attempts at manipulating 
the global financial system have literally paid off. The bounties from 
North Korean hacking campaigns are huge; the United Nations esti-
mated the total haul at $2 billion, a large sum for a country with a 
gross domestic product of only about $28 billion.7 As North  Korea 
continues to develop nuclear weapons and intercontinental ballistic 
missiles, cyber operations help fund the regime. The scale of  these 
operations is tremendous, at least relative to their past illicit efforts. 
Hackers now turn a far larger profit than the supernotes ever could.
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But, as with the supernotes, the potential value of financial ma-
nipulation for North  Korea goes at least somewhat beyond profit-
seeking. It is also an attempt to undermine the integrity of worldwide 
markets by deleting transaction rec ords and distorting financial truth. 
Such tactics are tempting for government agencies but carry enor-
mous risk. In the run-up to the Iraq War, the United States consid-
ered draining Saddam Hussein’s bank accounts, but de cided against 
it, fearful of crossing a Rubicon of state- sponsored cyber fraud that 
would harm the American economy and global stability.8 In 2014, 
President Obama’s NSA review commission argued that the United 
States should pledge never to hack and manipulate financial rec-
ords. To do so, it said, would have a tremendously negative impact 
on trust in the global economic system.9 This was not a risk the 
North Koreans feared.

Billion- Dollar Fraud

Bank robbery is a terrible idea. Not only is it illegal, but it also yields 
an awful return on investment. In the United States, the average bank 
robbery nets around $4,000 in cash, and the average bank robber 
pulls off only three heists before getting caught.10 Prospects are a 
little better overseas, but not much. Strikingly bold capers, like the 
2005 theft at Banco Central in Brazil that required months of secre-
tive tunnel- digging, can fetch tens of millions of dollars, but the vast 
majority of significant attempts end in catastrophic failure.11

North Korean operatives found a better way to rob banks. They 
did not have to break through reinforced concrete or tunnel  under 
vaults to get at the money, and they had no need to use force or 
threats. Instead, they simply duped the bank’s computers into 
giving it away. To do this, they set their sights on a core system in 
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international business called the Society for Worldwide Interbank 
Financial Telecommunication, or SWIFT. The SWIFT system has 
been around since the 1970s. Its eleven thousand financial institu-
tions in more than two hundred countries pro cess tens of millions 
of transactions per day. The daily transfers total trillions of dollars, 
more than the annual gross domestic product of most countries. 
Many financial institutions in the SWIFT system have special user 
accounts for custom SWIFT software to communicate their busi-
ness to other banks all over the world.

The Central Bank of Bangladesh stores some of its money in the 
Federal Reserve Bank of New York, which the Central Bank uses for 
settling international transactions. On February 4, 2016, the Bangla-
deshi bank initiated more than three dozen payments. Per the transfer 
requests sent over the SWIFT system, the bank wanted some of its 
New York money, totaling almost a billion dollars, moved to a series 
of other accounts in Sri Lanka, the Philippines, and elsewhere 
in Asia.

Around the same time and halfway across the world, a printer in-
side the Central Bank of Bangladesh  stopped working. The printer 
was an ordinary HP LaserJet 400, located in a windowless, twelve-
by eight- foot room. The device had one very impor tant job: day and 
night, it automatically printed physical rec ords of the bank’s SWIFT 
transactions. When employees arrived on the morning of February 5, 
they found nothing in the printer’s output tray. They tried to print 
manually, but found they could not; the computer terminal con-
nected to the SWIFT network generated an error message saying it 
was missing a file. The employees  were now blind to transactions 
taking place at their own bank. The  silent printer was the dog that 
did not bark: a sign that something was deeply wrong, but not im-
mediately recognized as such.
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This was not an ordinary machine failure. Instead, it was the cul-
mination of shrewd North Korean preparation and aggressiveness. 
The hackers’ clever move was to target not the SWIFT system itself, 
but a system connected to it. The special accounts used by the Cen-
tral Bank of Bangladesh to interact with the system had enormous 
power, including the capacity to create, approve, and submit new 
transactions. By focusing their espionage on the bank’s network 
and users, the hackers  were eventually able to gain access to  these 
accounts.

The reconnaissance required to figure out how the SWIFT 
system worked and to gather the necessary credentials for authen-
tication was time- consuming. Yet even as the hackers  were moving 
through the bank’s network and preparing their operation— a pro-
cess that took months— the Central Bank of Bangladesh failed to 
detect them. In part, this was  because the bank was not looking 
very hard.  After the hack, a police investigation identified several 
shoddy security practices, including cheap equipment and a lack 
of security software, which made it easier for hackers to reach sen-
sitive computers.12

Once the hackers gained access to the bank’s SWIFT accounts, 
they could initiate transactions just like any authorized user. To fur-
ther avoid detection, they wrote special malicious code to bypass the 
internal antifraud checks in SWIFT software. Worse still, they ma-
nipulated transaction logs, making it harder to figure out where the 
bank’s money was  going and casting doubt on the veracity of the logs 
upon which this, and  every, high- volume financial institution de-
pends. The North Korean strike against  these logs was a dagger to 
the heart of the system. They sidelined the printer with additional 
malicious code, buying themselves time while the system pro cessed 
their illicit transfer requests.
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The hackers thus sent their payment requests to New York unbe-
knownst to anyone in Bangladesh. But employees at the New York 
Fed realized something was amiss. When they noticed the sudden 
batch of Bangladeshi transactions, they thought it was unusual that 
many of the receiving accounts  were private entities, not other banks. 
They questioned dozens of the transfers and sent requests for clari-
fication back. But the Bangladeshi bankers, distracted and apparently 
still trying to recover from the hack, did not respond.

It was not  until the Bangladeshis managed to get their computer 
systems working again that they realized the severity of the situation. 
The newly repaired printer spit out the backlog of transaction rec-
ords, including many that immediately looked suspicious. By the 
time the central bankers urgently reached out to their counter parts 
in New York, it was too late. The weekend had come, and the Amer-
ican workers had gone home; the North Korean hackers had  either 
gotten very lucky with the timing of their operation or had planned 
it remarkably well. The Bangladeshi bankers had to sweat out the 
days  until the Fed staff came back to work.

Monday brought mixed news. On the positive side was that vigi-
lant New York Fed analysts had  stopped most of the transactions, to-
taling more than $850 million. This included one $20 million transfer 
request with an especially odd intended recipient: the “Shalika Fan-
dation” in Sri Lanka. It appears the hackers intended to write “Sha-
lika Foundation,” though no nonprofit by that name, even properly 
spelled, seems to exist. To the extent that this typo helped alert ana-
lysts to the fraud, it must count as one of the most expensive in his-
tory, at least for the hackers.

The bad news was that four transactions had gone through, worth 
a total of $101 million. Three payments sent $81 million to accounts 
at Rizal Bank in the Philippines, and one payment sent $20 million 
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to Pan Asia Bank in Sri Lanka. The Central Bank employees in Ban-
gladesh, working quickly, convinced Pan Asia Bank to stop the trans-
action and send the money back. They  were less fortunate with 
Rizal Bank, which had already placed the money in several accounts 
tied to casinos. Someone, acting as a so- called money mule, had 
made withdrawals from  these accounts on February 5 and Feb-
ruary 9— the latter even  after the Bangladeshis had warned Rizal 
Bank of the fraud. Of the $81 million sent to the Rizal accounts, only 
$68,000 remained. The rest was gone.

Investigators from the British firm BAE Systems began tracking 
the bank hackers and uncovered several impor tant clues that identi-
fied the North Koreans as perpetrators. They linked some of the code 
used in the Bangladesh intrusion to  earlier North Korean hacks, most 
notably the 2014 operation against Sony. Even some of the typos in 
the code exactly matched typos in the code that damaged the movie 
studio, suggesting that the same perpetrators  were reusing the tools.13

The investigation reached a clear verdict: from a world away, and 
from the comfort of their homes and offices, North  Korea’s hackers 
had manipulated transaction rec ords, exploited the system of inter-
bank trust, and pulled off one of the biggest bank heists in history.14

A Campaign Emerges

As remarkable as the Bangladesh operation was, it was just one part 
of what was eventually recognized as a worldwide campaign. A par-
allel target of that campaign was a Southeast Asian bank that has not 
been named in public.15 In this second operation, the hackers fol-
lowed a series of fairly well- orchestrated steps. They appear to have 
initially compromised their target via the server that hosted the 
bank’s public- facing website.
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In December 2015, they expanded their malicious presence from 
that server to a differ ent server within the bank. This one ran the 
power ful SWIFT software that connected the bank to the global fi-
nancial system. The next month, the hackers deployed additional 
tools to begin moving within the target network and positioning ma-
licious code to interact with the SWIFT system. On January 29, 
2016, the hackers tested some of  these tools. They did so almost pre-
cisely at the same time that they performed similar activity in their 
Bangladesh operation.

On February 4, just as the hackers began initiating payment re-
quests in Bangladesh, they also manipulated the Southeast Asian 
bank’s SWIFT software. However, unlike in the parallel Bangladesh 
campaign, they did not yet initiate any fraudulent transactions. 
Slightly more than three weeks  after that, the hackers caused a halt 
in operations at the second bank.  Little is known about the circum-
stances surrounding this disruption.

Even  after they took the money from the Central Bank of Bangla-
desh, the hackers kept up their focus on their second target. In April, 
they deployed keylogging software to the bank’s SWIFT server, pre-
sumably to gain additional credentials to the most power ful user ac-
counts.  These credentials, the keys to the bank’s SWIFT kingdom, 
would be essential to stealing money.

But by now the world of international banking sensed danger, in 
part aided by BAE’s investigation. SWIFT released new security up-
dates in May in response to the alarm surrounding the Bangladesh 
incident and worries about the integrity of the financial system. The 
hackers would have to circumvent  these updates to carry out their 
mission. By July, they began testing new malicious code for that pur-
pose. In August, they once again began deploying code against the 
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bank’s SWIFT server, presumably with the goal of soon transferring 
funds.

It was  here that, despite all their careful testing and deployment 
of malicious code, the North Koreans hit a fatal snag: the Southeast 
Asian bank was better prepared and better defended than the Ban-
gladeshi one had been. In August 2016, more than seven months  after 
the hackers had made their initial entry, the bank found the breach. 
They hired Kaspersky, the high- profile Rus sian cybersecurity com-
pany, to investigate. The hackers, realizing that investigators  were in 
hot pursuit and acting quickly to shut down the operation against the 
bank, deleted a large number of files to cover their tracks, but missed 
some. This  mistake allowed Kaspersky to discover that much of the 
malicious code overlapped with that used in the bank hacking inci-
dent in Bangladesh.

BAE Systems’ and Kaspersky’s investigations brought the contours 
of North  Korea’s campaign into view. It had ambitions much larger 
than just the two banks. Notably, in January 2017, the North Koreans 
compromised a Polish financial regulator’s systems and caused it to 
serve malicious code to any visitors to its websites, many of which 
were financial institutions. The North Koreans preconfigured that 
malicious code to act against more than a hundred institutions from 
all over the world, primarily banks and telecommunications compa-
nies. The list of targets included the World Bank, central banks from 
countries such as Brazil, Chile, and Mexico, and many other promi-
nent financial firms.16

Nor did the North Koreans limit themselves to seeking out tra-
ditional currencies. Their campaign included a series of efforts to 
steal increasingly valuable cryptocurrencies like Bitcoin from un-
suspecting users all over the world. They also targeted a significant 
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number of Bitcoin exchanges, including a major one in South  Korea 
known as YouBit. In that case, the exchange lost 17  percent of its fi-
nancial assets to North Korean hackers, though it refused to specify 
how much that amounted to in absolute terms.17 One estimate from 
Group- IB, a cybersecurity com pany, pegged North  Korea’s profit 
from some of their little- noticed operations against cryptocurrency 
exchanges at more than $500 million.18 While it is impossible to con-
firm this estimate or the details of the hacks on cryptocurrency ex-
changes, the size of the reported loss emphasizes the degree to which 
the North Koreans have plundered smaller and more private finan-
cial institutions, almost entirely out of view.

The cybersecurity companies reached a consensus: the North 
Koreans had clearly re oriented some of their hacking tools and in-
frastructure from destructive capabilities to financially lucrative 
and destabilizing ones. The same country that had launched denial-
of- service attacks against the United States in 2009, wiped com-
puters across major South Korean firms in 2013, and hit Sony in 
2014 was now in the business of hacking financial institutions.19 The 
most isolated and sanctioned regime on the planet, as it continued 
to pour money into acquiring illicit nuclear weapons, was funding 
itself in part through hacking. It was yet another way in which state-
craft and cyber operations had intersected. Far more was to come.

Ransomware and Beyond

In 2016 and 2017, the ambitions and capabilities of the North Korean 
hackers  were apparent. The technical reports from BAE Systems and 
Kaspersky had revealed them. But, even as the threat became a major 
subject of conversation in circles of international finance, it was not 
clear what anyone could do about it. Beyond upgrades in cyberse-
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curity defenses,  there  were few good options. North  Korea was al-
ready an international pariah due to its pursuit of nuclear weapons. 
Additional sanctions, such as  those levied by the Obama adminis-
tration  after the Sony hack, seemed to do  little to slow its hacking 
campaigns.20

The North Koreans then raised the stakes. For their next trick, 
they took another old- fashioned crime online: taking hostages for 
ransom. The hostages  were not  people, though, but pieces of data. 
While traditionally spies would have sought to copy the data stored 
within big organ izations, like many modern profit- motivated crimi-
nals, the North Koreans  were not  after secrets. They instead deployed 
a technique known as ransomware, in which hackers encrypt the 
hard drive of their target computer and delete any backups. The de-
cryption key remains unknown to the target. If the target does not 
have a surviving backup of the data, the only way to recover the in-
formation is to pay the hackers a ransom in return for the decryp-
tion key. Given the value of the data, institutions are often willing to 
do this.

In February of 2017, North Korean hackers started testing the 
early stages of their new ransomware. They infected a single organ-
ization, still unknown, in which the code spread quickly to around a 
hundred computers. In the scheme of global cybersecurity, this was 
an imperceptible rounding error, and scarcely anyone noticed. In 
March and April, the hackers deployed new code and infected an ad-
ditional five organ izations, seemingly chosen at random. Once 
again, the operation was too small to attract much attention.21

Then, in May of 2017, North Korean hackers de cided to deploy 
yet another version of the code. This one had an innovative twist: 
rather than rely on socially engineered emails or other manual 
methods of spreading from computer to computer, this ransomware 
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would propagate itself automatically. Each computer the code in-
fected would go on to infect more, which would go on to infect still 
more. Exponential growth would mean many more victims and 
thus many more ransoms. Similar to Stuxnet, this self- propagating 
code was a worm. Like the supernotes and the manipulation of fi-
nancial transaction rec ords, the North Korean worm would be a 
profitable attack that also had the benefit of destabilization: organ-
izations all over the world would worry about connecting to the 
internet or engaging with one another, fearful of how a rapidly 
spreading threat might metastasize through a channel they thought 
was safe.

Though the concept and power of worms had been known for 
some time, good ones are hard to write.22 North Korean hackers 
realized that they could take a shortcut. They found the propaga-
tion technique embedded in one of the NSA’s power ful exploits, 
ETERNAL BLUE, which the Shadow Brokers had leaked just a few 
months before. While some network administrators had patched their 
systems to defend against the exploit, surely many had not. By tar-
geting the same vulnerability that the NSA had long exploited, the 
North Koreans could build a worm of their own. They deployed this 
new version of their ransomware on May 12, 2017, with the new 
propagation code tucked inside.23

Immediately, the entire cybersecurity world knew about it. Super-
charged by the power of the NSA’s exploit, the North Korean worm 
spread rapidly around the globe, aided by the large number of un-
patched systems. Cybersecurity researchers carefully studied the 
code. Due to the worm’s devastating effects and artifacts in the code 
that referred to software known as WanaCryptor, they named the 
operation WannaCry. Additional forensic examination found strong 
similarities to  earlier North Korean operations. Researchers concluded 
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that WannaCry was a state- sponsored attack of unpre ce dented 
proportions.

Before long, the worm had infected hundreds of thousands of 
computers in more than 150 countries, encrypting their files and 
locking out their users. One of the organ izations most severely dis-
rupted was Britain’s National Health Ser vice, which delayed some 
medical operations and diverted patients from emergency rooms as 
it scrambled to respond.24 Some hacking victims quickly paid the 
ransom.25

But word soon got out:  don’t pay.  Those who paid did not get their 
files back. The ransomware code contained no mechanism to deter-
mine who had coughed up the cryptocurrency demanded by the 
hackers. This omission was  either a sign of remarkably amateurish 
engineering, or, more likely, an indication that the malicious code 
was still  under development and was not supposed to spread as 
widely as it did. The hackers might have been unaware of how 
power ful the NSA’s exploit was or how quickly it would spread the 
worm once they included it in the code. In any case, the power of 
exponential growth in infections took over like a runaway train 
headed downhill. The worm became harder and harder to stop, even 
for  those nominally in control.26

The Five Eyes did not mean for ETERNALBLUE’s power to be 
used in this way. They intended for it to be a valuable tool for care-
fully and quietly spreading malicious code within target networks, 
not  running amok on the internet. The WannaCry outbreak was thus 
one of the most publicly devastating consequences of the Shadow 
Brokers’ actions. If it had not been for the mysterious group’s pen-
etration of the agency and its aggressive decision to dump American 
hacking tools for anyone to study and use, the seemingly unstoppable 
cascade of infections would not have happened.
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Suddenly, however, the onslaught of new infections did stop, or 
at least dramatically slowed. A British security researcher, Marcus 
Hutchins, noticed a web address buried in the malicious code: iuqe 
rfsodp9ifjaposdfjhgosurijfaewrwergwea . com . 27 Given its incompre-
hensibility, this was clearly not a website meant for  humans to visit. 
In fact, Hutchins noticed, it was not even a website at all. No one 
owned the domain name. He paid around $10 to register it himself. 
He then went back to work analyzing the malicious code.

Four hours  later, a friend also working on the prob lem pointed out 
to him that the infections had  stopped. In fact, so long as the mali-
cious code could connect to Hutchins’s newly registered domain, it 
no longer executed its malicious attack. But if the WannaCry code 
could not connect to the domain, the attack would execute. In effect, 
by registering the domain name, Hutchins had activated a secret 
and likely unintentional kill switch that  stopped the worm’s spread.28

As a result, the North Koreans’ first major ransomware experiment—
from premature spread to ignominious end— inflicted at least $4 bil-
lion in damages but ultimately brought in only a pittance for the 
regime.29

This initial failure did not keep the North Koreans down for long 
or deter them from using ransomware in the  future. By October 2017, 
they  were ready to try again. This time, their plan was differ ent: they 
would deploy ransomware not to get money directly, but instead as 
cover for an operation like the one they performed in Bangladesh. 
By causing a lot of disruption with digital hostage- taking, they could 
proceed, right  under the noses of distracted bankers, to execute 
illicit transactions and take money from well- stocked accounts.

Their new target, located in Taiwan, was the Far Eastern Interna-
tional Bank. North Korean hackers spent time  doing detailed recon-
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naissance of the bank’s network, just as they had against their other 
victims. They gathered usernames and passwords and, on October 1, 
2017, readied their malicious code for the operation. It had several 
interlocking components.

The malicious code would first make itself hard to remove, bur-
rowing into an operating system and establishing a way to persist 
there. Another component would spread through the bank’s net-
work, using information likely gained from  earlier reconnaissance 
efforts to establish a presence in impor tant areas. A third component 
systematically enumerated the user’s files and encrypted them be-
fore displaying a message demanding a ransom. Other components 
established command- and- control mechanisms with the North 
Korean hackers, permitting them to dictate the malicious code’s 
activities from afar.

While the bank was, at least in theory, distracted by the apparent 
ransomware attack, the North Korean hackers initiated a series of fi-
nancial transactions. Their commands to the SWIFT system autho-
rized transfers to Cambodia, the United States, and Sri Lanka. Early 
indications  were that the hackers had tried to steal $60 million.30 But 
the hackers put incorrect values in some of the message fields, causing 
those transfers to fail. Some other transfers did go through, however, 
totaling more than $14 million. This included transfers to the Bank 
of Ceylon in Sri Lanka on October 3, as well as transfers to banks in 
Cambodia and the United States.

The next day, a money mule arrived in Sri Lanka and withdrew 
several hundred thousand dollars without incident. But two days 
after that, when he returned for more cash, Sri Lankan police  were 
ready for him. They arrested the mule and eventually an accomplice, 
as well.31 The Far Eastern International Bank was reportedly able to 
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recover most of the stolen money.32 Nonetheless, the hackers them-
selves remained  free, out of the reach of international law enforce-
ment and ready to strike again.

Worldwide Withdrawals

The North Korean hackers had clearly mastered several key hacking 
tasks that once would have been far beyond them. They could get 
deep access to banks’ computer networks in countries all over the 
world by deploying malicious code, conducting extensive reconnais-
sance, and remaining largely undetected. They had also developed 
an exceptional understanding of the SWIFT system and how banks 
connected to it, updating their tactics and tools to keep pace with 
the urgent security upgrades SWIFT and financial institutions kept 
rolling out.

But they had a prob lem: in too many cases, they issued a fraudulent 
transaction without being able to actually get the pilfered funds. 
With the notable exception of operations against cryptocurrency 
exchanges, banks had thwarted the theft operations in their final 
withdrawal stages time and time again. The North Koreans needed 
a better way to cash out.

In the summer of 2018, the hackers tried a new tactic. The opera-
tion began with the compromise of Cosmos Cooperative Bank in 
India sometime around June. Once inside Cosmos, they developed 
a thorough understanding of how the bank functioned and gained 
secret access to significant parts of its computing infrastructure. 
Throughout the summer of 2018, they seemed to be preparing for a 
new kind of operation. This time, they would use ATM cards as well 
as electronic funds transfers to get the money out.
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The premise of an ATM cash- out is quite straightforward and 
predates the North Koreans’ operations: hackers gain access to the 
credentials of a bank’s customer, and then a money mule shows 
up to an ATM and withdraws money from that account. With no 
bank teller to talk to or physical branch to enter, the chance of ar-
rest is substantially lower. Previous ATM cash- outs by differ ent 
criminal hackers had worked at a small scale, including against the 
National Bank of Blacksburg in  Virginia.33 The challenge was get-
ting the target’s card and PIN to dupe the ATM into disbursing 
the money.

But before the North Koreans could act, United States intelligence 
agencies caught a whiff that something was amiss. While it seems the 
United States government did not know specifically which financial 
institution the North Koreans had compromised, the FBI issued a 
private message to banks on August 10. In it, the Bureau warned of 
an imminent ATM cash- out scheme due to a breach at a regional 
bank. The breach fit into a pattern of what investigators often called 
“unlimited operations”  because of the potential for many with-
drawals.34 The FBI urged banks to be vigilant and to upgrade their 
security practices.

It did not  matter. On August 11, the North Koreans made their 
move. In a win dow that lasted only a  little over two hours, money 
mules in twenty- eight countries sprang into action. Operating with 
cloned ATM cards that worked just like real ones, they withdrew 
money from machines all over the world in amounts ranging from 
$100 to $2,500. Whereas previous North Korean attempts had failed 
because large bank transfers  were hard to miss and easy to reverse, 
this effort was designed to be broad, flexible, and fast. The total take 
was around $11 million.
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One question immediately surfaced: how did the North Koreans 
manage this? For each withdrawal, they would have had to trick 
Cosmos Bank’s authentication system into permitting the disbursal 
of money at the ATM. Even if they had some information for each 
customer’s account, it is exceptionally unlikely that they had man-
aged to get the PINs of so many individuals. Without  those numbers, 
every attempt at authenticating the withdrawal requests should have 
failed.

BAE Systems’ researchers offered a theory that fits available evi-
dence quite well. They surmised that the North Korean compromise 
of the Cosmos computer infrastructure might have been so thorough 
that the hackers  were able to manipulate the fraudulent authentica-
tion requests themselves. As a result, when each withdrawal request 
made its way through the international banking system to Cosmos 
Bank, it was likely misdirected to a separate authentication system 
set up by the hackers.35 This system would approve the request and 
bypass any fraud- detection mechanisms Cosmos had in place. A se-
nior police official in India  later confirmed this supposition.36

Once the cash- out was successful, the hackers also went back to 
Plan A: two days  later, they initiated three more transfers using the 
SWIFT system from Cosmos Bank to an obscure com pany in Hong 
Kong, netting around another two million dollars. The firm, ALM 
Trading  Limited, had been created and registered with the govern-
ment just a few months before. Its nondescript name and apparent 
lack of web presence makes it exceptionally difficult to learn more 
about it or about the fate of the money transferred to it, though it 
seems likely that the North Koreans collected the cash.37

The Cosmos operation shows how the North Koreans’ tactics of 
theft, ransom, and financial- record manipulation can have impacts 
that go beyond just the acquisition of funds for the regime. Cosmos 
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Bank took major online systems offline for almost nine days in re-
sponse to the attack—an eternity in the banking world.38  Future 
operations may try to exploit this potential for destabilization more 
directly, perhaps by flooding the SWIFT system with fraudulent 
transactions to cause still- greater doubts about its integrity.

There is no reason to think that the North Korean financial cam-
paign will stop. For years, its operational hallmark has been code 
that continually evolves and improves. What the North Koreans lack 
in skill, at least when compared to their counterparts at the NSA, 
they partially make up for in aggressiveness and ambition. They 
seem mostly uninhibited by worries of blowback and appear to 
welcome the consequences of disrupting thousands of computers or 
modifying vitally impor tant financial rec ords. In gaining much-
needed cash, they slowly reshape and advance their position geopo-
liti cally. They incur setbacks, to be sure, but over time their hackers 
have garnered vast sums for the regime while threatening the per-
ceived integrity of global financial systems. The days of supernotes 
are gone, but North  Korea has brought together fraud and destabili-
zation once again.
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Widespread Disruption

EVERY JUNE 28, Ukraine celebrates Constitution Day. As the name 
suggests, the public holiday marks the Parliament’s 1996 approval of 
the country’s constitution, which solidified Ukraine as an in de pen-
dent post- Soviet state. The commemoration resonates most strongly 
in the western regions of the country, where citizens tend to  favor 
greater alignment with Western Eu rope and the United States. In 
these regions, the population’s suspicion of Rus sian influence is com-
paratively strong.

In 2017, Constitution Day was differ ent. While for Ukrainians it 
was an opportunity to celebrate, for Rus sia it was an opportunity to 
flex its muscle. At a time when Rus sian and Ukrainian forces  were 
years into their simmering territorial conflict in eastern Ukraine, 
Constitution Day offered a symbolic occasion for a broader and 
bolder move: disruption and destabilization on an international 
scale.

Indeed, the Rus sians did not  really aim their disruption operation, 
which quickly acquired the name NotPetya, at any one specific target. 
In contrast to previous cyber attacks that targeted one fa cil i ty, one 
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com pany, or even the power grid for one city, this one was indiscrim-
inate and widespread. The Rus sian hackers endowed the attack 
code with the capacity to copy and spread itself. In this sense, it was 
like Stuxnet, but unlike Stuxnet, it contained no target verification 
mechanisms to limit its force; pervasive damage was the goal. Un-
like WannaCry, which might have spread by accident, NotPetya was 
undoubtedly intentional. The attack was a broadside that damaged 
every one  doing business in Ukraine and everyone paying taxes to 
the Ukrainian government. Launched on the eve of the Constitution 
Day holiday, it was unlike any cyber attack seen before.

The indiscriminate nature of the assault meant that it did not stop 
at the Ukrainian borders, but spread all over the world. As a result, 
it thrust itself into Western consciousness in a way that so many other 
parts of the conflict in Ukraine did not. Multinational brand- name 
corporations like Maersk, FedEx, and Merck suffered huge losses.

Beyond the corporate losses, NotPetya was significant for a 
number of reasons. It served as a reminder of the potency of Rus sian 
government hackers and the aggressiveness of the Rus sian state. It 
was yet another illustration of how ordinary businesses and individ-
uals can find themselves on the front lines of geopo liti cally moti-
vated cyber operations. And it foreshadowed what might come next: 
increasingly power ful and autonomous cyber attacks, in which 
hackers load digital equivalents of unguided rockets, aim in a gen-
eral direction, light the fuses, and watch to see what unpredictable 
but serious damage results. For  those who want to disrupt global 
order and do not care about proportionality or targeting, this kind 
of attack fits the bill.

NotPetya ranks as the costliest and possibly the most impor tant 
cyber attack in history. It caused more than $10 billion in clearly quan-
tifiable damage and sent companies all over the world scrambling to 
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strengthen their cybersecurity practices.1 It built on the Shadow 
Brokers’ efforts and embarrassed the NSA once more, turning the 
agency’s leaked tools against American and allied computers. It 
prompted condemnation from major governments, as policymakers 
worried that it might herald an age of increasingly devastating and 
haphazard attacks. The conclusion seems inescapable:  because of 
cyber operations’ possibility for automation and rapid propagation, 
disruption can scale.

A Wolf in Weasel’s Clothing in Sheep’s Clothing

The message is familiar: apply software updates. Sometimes the ap-
peal comes from a security professional, someone who knows secu-
rity patches are essential to defending against hackers’ new tricks. 
Often it comes in the form of an annoying dialog box, too often min-
imized again and again, indicating that some new version of Micro-
soft Office, Win dows, or some other software is ready to install. 
Sometimes, code patches itself in the background without bother ing 
the user. What ever the mechanism, updating software makes sense, 
as it usually does improve security.2

Hackers working for the GRU, Rus sia’s military intelligence 
agency, turned that notion on its head in 2017.  These hackers seem 
to have been part of the same group that caused the blackouts in 
Ukraine in 2015 and 2016.3 Now, they had a new kind of attack in 
mind. To begin, they identified a piece of software, known as MeDoc, 
that enjoyed significant market share in Ukraine. MeDoc was essen-
tial for paying taxes and so, according to one estimate, more than 
80  percent of the domestic corporations in Ukraine used it.4  These 
were the firms the hackers wanted in their crosshairs. It was the soft-
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ware’s reach, rather than its function, that made MeDoc an ideal ve-
hicle for their attack.

Next, the hackers compromised Linkos Group, the com pany 
behind the software. The GRU gained access to critical systems and 
stole administrator passwords, then moved on to their more power ful 
trick: source code manipulation. Just as hackers had manipulated 
Juniper’s code to insert backdoors in 2012 and 2014, Rus sian hackers 
manipulated the code that made up MeDoc. To do so was an impres-
sive feat, since the code was substantial, about one and a half giga-
bytes in size; if the code  were made up entirely of text, it would run 
to some quarter of a million pages long. Amidst this digital expanse, 
the hackers cleverly made their malicious modifications without 
detection.

As a result, some of the software updates the com pany pushed out 
in April, May, and June 2017 actually made its software less secure. 
Users who thought they  were downloading a new and improved it-
eration got a version of MeDoc that included the GRU’s latent mali-
cious code. But while the Juniper hackers had only changed some 
encryption and inserted a backdoor, the Rus sian hackers went fur-
ther. The poisoned versions of MeDoc enabled the hackers to per-
form remote reconnaissance on every one who downloaded them. 
More worryingly, the Rus sian additions permitted the hackers to 
deploy additional malicious code and run it on many thousands of 
computers spread across Ukraine and the world.

The GRU hackers  were deliberate and savvy. They spent the spring 
of 2017 subtly refining their illicitly placed code. Rather than set up 
a separate mechanism for sending and receiving messages to the 
hacked computers, they subverted the channel the MeDoc software 
used to communicate with the com pany’s servers, blending in and 
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avoiding detection. By the end of June,  after one final tune-up to the 
malicious code— which MeDoc’s update mechanisms dutifully, 
though unwittingly, delivered on June 22— they  were ready to act.

On the morning of June 27, the hackers launched the attack. First, 
they put their stolen administrative passwords to work, logging into 
one of the com pany’s vital servers and gaining full access. Next, they 
deployed a new server configuration they had prepared in advance. 
This new configuration redirected all the data and web traffic in-
tended for the legitimate MeDoc update servers to another server 
controlled by the hackers. As usual, the users of MeDoc had no idea 
that anything nefarious was happening.

This other server was apparently based in Latvia.  Little is known 
about it. A com pany that specialized in renting server space and re-
selling it to  others operated the server, yet the machine seemed to 
serve no websites. Its registration information lists a name that does 
not appear elsewhere on the internet and a phone number that is 
similarly inconclusive. Investigators eventually determined that the 
server was wiped clean on the eve ning of June 27, obscuring the in-
vestigative trail.

In the short time that the server was online, though, it packed 
quite a punch. As computers  running MeDoc all over the world con-
nected to the hacker- controlled machine, the Rus sian code within 
MeDoc suddenly became impor tant. The hackers used a preconfig-
ured set of commands to distribute still more malicious code and 
launch their attack. For three hours,  until the hackers reverted the 
MeDoc systems back to their original configuration, they sent this 
payload through the trusted MeDoc update channel to computers all 
over the world.  Those computers and their users did not realize that, 
instead of downloading a legitimate security patch, they had just 
been drawn into a rapidly unfolding cyber attack.
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The payload was itself a power ful piece of code, which soon ac-
quired the name NotPetya. The Rus sian hackers had fashioned it as 
a variant of an already known piece of ransomware for criminal use 
known as Petya.5 Once the malicious server loaded NotPetya onto a 
corporate computer that ran MeDoc and downloaded the poisoned 
update, the code began a series of damaging and destructive tasks. 
For the most part, it completed  these tasks on its own, showing a sig-
nificant degree of preplanned automation.

First, it searched each computer for administrator passwords, 
which operating systems store in memory, using a combination of 
tricks that hackers have long deployed.  These passwords are the life-
blood of any computer network. They are a natu ral target for hackers 
because they enable further operations. The fact that just a few ad-
ministrative passwords can grant control to a com pany’s domain of 
computers is an opportunity that is usually too irresistible to pass up. 
By acquiring  these passwords early in the attack, the NotPetya code 
could do more damage  later.

Next, the NotPetya code attempted to access and exploit other 
computers connected to the one it had just infected. Like Stuxnet 
and WannaCry before it, NotPetya was a worm, spreading on its 
own throughout networks all over the world. The machines af-
fected by the MeDoc backdoor  were merely patient zeroes setting 
off a much larger and growing infection. To achieve this lateral 
movement and thus exponential growth in infections, the NotPetya 
code deployed several clever tricks. For one, the code tried to de-
ploy the administrator passwords it had just stolen, since some of 
these could work on other machines, as well. Once the NotPetya 
code was on its next machine, it would make copies of that sys-
tem’s passwords and spread itself again. Each infection begat many 
more infections.
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The Rus sian hackers also had a second propagation technique. 
They repurposed ETERNALBLUE, the power ful NSA exploit leaked 
by the Shadow Brokers and used by the North Koreans in WannaCry 
a  little more than a month before. Even though many companies had 
applied patches and fixed the software weaknesses ETERNALBLUE 
exploited,  others remained vulnerable. Against  these unpatched 
computers and networks, NotPetya’s code sometimes used the pil-
fered NSA tool to spread itself still further. It was yet another devas-
tating public consequence of the Shadow Brokers’ penetration of the 
agency and exposure of American secrets.

Coupling ETERNALBLUE with potent password- stealing tech-
niques proved to be quite a power ful combination. NotPetya moved 
quickly. Once it spread to a new target network, it moved throughout 
that network sometimes in a  matter of not minutes but seconds.6 One 
leading cybersecurity firm, Cisco Talos, concluded that it was the 
fastest- spreading malicious code it had ever seen. “By the second you 
saw it, your data center was already gone,” Cisco analyst Craig Wil-
liams said.7

NotPetya also took care to hide itself from computer defenses. It 
checked to see if antivirus software was  running on the system. If it 
found antivirus software from a few major companies, most notably 
Norton or Symantec, the code would do its best to cover its tracks, 
including by loading itself into more transient memory and deleting 
its presence from the hard drive. NotPetya would also delete key 
activity log files from the system, making it as hard as pos si ble to 
reconstruct what had happened.

All  these infections, which numbered in the hundreds of thou-
sands, would have been bad enough if NotPetya  were simply an es-
pionage tool. The code would have enabled the hackers to collect an 
enormous amount of information about parties  doing business in 
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Ukraine and to steal a significant number of corporate secrets. The 
power ful distribution channel of the MeDoc update mechanism 
paired with the hackers’ lateral movement capabilities would have 
enabled tremendous reach across the globe. The special code de-
signed to evade antivirus systems would have helped reduce the risk 
of detection and aided the surreptitious collection of information.8

The GRU hackers, however, did not want to spy. They wanted to 
disrupt and destroy. They de cided to expose the valuable MeDoc up-
date channel and all the pos si ble access it entailed, making it public 
as they launched a devastating cyber attack. The decision to give up 
such enormous opportunity for  future espionage in  favor of launching 
a near- term attack is not an unpre ce dented one, and it provides in-
sights into the hackers’ mindset.  Either they had so many penetra-
tions of Ukrainian systems and software that power ful espionage 
channels like MeDoc  were not special to them, or they so prioritized 
sabotage over spying that it was worth sacrificing the backdoor ac-
cess they enjoyed.

NotPetya, once it had obtained passwords and done its best to 
spread itself to other computers, often started attacking the host 
computer.9 Like the Petya ransomware from which it drew inspira-
tion, NotPetya displayed a screen to the user saying that a necessary 
hard drive repair was underway. This was nonsense. Instead of re-
pairing the hard drive, NotPetya was in the pro cess of decapitating 
it, overwriting the critical master boot rec ord, just as the Ira ni ans and 
North Koreans had done in their attacks, and encrypting the user’s 
data to render it inaccessible. Eventually,  after this was done, Not-
Petya would inform the user that a ransom had to be paid for the files 
to be restored.

Unfortunately for the users, as with WannaCry,  there was no 
decryption key— although, this time, that decision seemed to be 
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intentional. For NotPetya victims, paying the ransom accomplished 
nothing. Even if the hackers wanted to decrypt files for a victim, they 
could not do so. It quickly became clear that, though the hackers dis-
guised NotPetya as money- making ransomware, it was  really a dis-
ruption operation, designed to erase vital files from a gigantic range 
of targets in a way that all could see.

The Damage Is Done

The global shipping business is like a  giant game of Tetris. The flow 
of goods never ends. From shippers to ports to boats to trucks to cus-
tomers, all the pieces have to fit together. Small prob lems left unad-
dressed can quickly compound.

Maersk is the world’s largest shipper, with about 15  percent of the 
global market. The com pany employs thousands of logistics and fi-
nance experts, making sure its massive container ships get their 
cargoes where they need to go on time. One of  these employees had 
installed MeDoc on a computer in Odessa, a Black Sea port city on 
the coast of Ukraine. When one of the compromised updates of 
MeDoc in 2017 landed on this computer, it became a beachhead for 
NotPetya. From  there, NotPetya expanded throughout Maersk’s 
worldwide network. Soon  after the attack started on June 27, the 
firm’s employees realized that something had gone very wrong. Be-
fore long, they  were  running down hallways and jumping over locked 
key card gates trying to disconnect as many computers as they could 
before the code dealt its blow. Within two hours, the entirety of 
Maersk’s global network was  either destroyed or disconnected.10

Every thing ground to a halt. Shipping gates closed at seventeen 
of the com pany’s seventy- six ports, from North Amer i ca to Eu rope 
to Asia and beyond. Hundreds of eighteen- wheel tractor- trailers, 
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many filled with perishable goods, lined up for miles outside  these 
ports. Employees accustomed to tapping into a power ful corporate 
network that spanned the globe found themselves using WhatsApp 
on personal cell phones to communicate. Workers rushed into elec-
tronics stores to buy what ever new computers they had available.11

A com pany used to sending a ship bearing twenty thousand con-
tainers into some port around the world  every fifteen minutes was 
now facing a logistical nightmare— one that was, in the words of its 
chairman, “impossible to imagine.”12

Recovery was hard and slow. The interconnectedness of Maersk’s 
networks had enabled NotPetya to spread quickly. The attack had 
wiped out many key backups, especially of the critical domain con-
trollers the com pany needed to function; the 150 controllers that 
managed the worldwide network continually synced with one an-
other, and thus all had gone down together. Maersk employees called 
office  after office, looking for intact copies of the controllers’ proper 
configuration. Again and again, the answer was negative. It was only 
when the employees called the office in Ghana that they discovered a 
lucky break: a power outage had taken a single controller offline be-
fore the attack, disconnecting it from the com pany’s network and 
sparing it from NotPetya’s blow. The vital data had survived.

Because it would take days to upload the lone backup through 
Ghana’s low- bandwidth connections, Maersk employees had to come 
up with a differ ent plan. Their office workers in Ghana did not have 
visas to visit the United Kingdom, the headquarters of the recovery 
effort. Instead, an employee from Ghana took a hard drive with the 
backup to Nigeria, where another employee picked it up. That em-
ployee then flew from Nigeria to London. It was a twenty- first 
century echo of the famous 1925 sled dog expedition to deliver anti-
diphtheria serum to Nome, Alaska.
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Maersk estimated the direct cost to the com pany at between $250 
million and $300 million in just one fiscal quarter, though some media 
reports suggested that  these  were low- balled numbers. The com pany 
had to reinstall or replace its entire computing infrastructure: four 
thousand servers, forty- five thousand computers, and twenty- five 
hundred applications. In some cases, it took three months to disen-
tangle the logistical mess and find containers.13 Customers took their 
business elsewhere. Maersk paid millions of dollars to other shippers 
who moved critical goods for the com pany during the attack. Af-
terwards, Maersk spent millions more on improved cybersecurity. 
As a result of  these expenses and losses, the firm reduced its profit 
forecasts for 2017 and cited NotPetya as one of the reasons its stock 
price fell.14

Maersk was not the only shipping com pany in the line of fire. 
FedEx, one of the world’s major package delivery companies, also 
took heavy losses. In 2016, the com pany had finalized its acquisition 
of TNT Express. At the time, TNT was an in de pen dent shipping 
com pany with a strong presence in Eu ro pean markets. The firm em-
ployed more than eighty thousand  people who collectively handled 
more than a million deliveries per day.15 The deal seemed like a boon 
for FedEx, especially since FedEx’s main rival, UPS, had tried and 
failed to acquire TNT just four years before. No doubt, the promise 
of greater interconnection across a global logistics operation was 
alluring.

Unfortunately, one of the downsides of ever- tighter integration is 
the greater accumulation and expansion of risks. In such a united 
system, what once might have been a local issue confined to a small 
network can instead snowball into something more fearsome, crip-
pling a global corporation. Corporate consolidation can also create 
unforeseen dangers, in which new subsidiaries specifically pose sur-
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prising prob lems. Indeed, FedEx had unwittingly assumed quite a 
significant cybersecurity risk by integrating TNT into its main tech-
nology functions in June 2017, one year  after the acquisition.

TNT did business in Ukraine and thus used the MeDoc software 
the Rus sian hackers compromised. When the NotPetya code burned 
through TNT’s network, it encrypted the firm’s files, locking the data 
up without a key. TNT’s incident responders raced to react. They ac-
tivated contingency plans of all sorts to limit the damage. With 
computers not functioning, the com pany resorted to manually 
sorting packages.16 FedEx estimated that the costs of recovery in just 
the six months following the attack amounted to $400 million. Al-
though growth in other parts of the business softened the blow some-
what, this was a direct and substantial hit to the firm’s bottom line.17

Maersk and FedEx  were the two most vis i ble victims, but far from 
the only ones. Merck, a major phar ma ceu ti cal com pany valued at 
more than $200 billion, lost fifteen thousand computers in the first 
ninety seconds  after it was infected.18 The com pany had to tempo-
rarily shut down its production of the Gardasil 9 vaccine, which is 
essential for guarding against the sexually transmitted disease HPV. 
The attack hit at a bad time, as demand for the Gardasil 9 vaccine 
turned out to be higher than previously forecast. As a result, Merck 
found itself borrowing reserve doses from the United States’ stock-
pile at the Centers for Disease Control. Unable to replenish the gov-
ernment reserves quickly, it strug gled with a shortfall into 2018. That 
a cyber attack could do such damage to phar ma ceu ti cal production 
was unpre ce dented. The com pany  later estimated the total damage 
at more than $670 million.19

NotPetya’s attack code slithered into hundreds of thousands of 
computers in corporate networks all over the world. The erratic way 
in which the code spread itself intersected with the wide variety of 
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corporate network configurations. The unfolding damage was not 
only extensive but unpredictable; one only had to be  doing business 
in Ukraine and to be in the wrong place at the wrong time. A wide 
variety of other global firms experienced losses of hundreds of mil-
lions of dollars, with some losing all their Win dows computers and 
having to start from scratch. The attack directly interfered with their 
businesses, from construction to healthcare to manufacturing and 
beyond.20

Despite NotPetya’s global consequences, Ukraine was clearly the 
central target. MeDoc had approximately four hundred thousand 
customers in the country, including the vast majority of domestic 
businesses. More than one million Ukrainian computers ran its soft-
ware. With the compromise of the MeDoc update channel, each ma-
chine permitted a modern- day Trojan  horse onto its hard drive. 
Every new infection was both a victim of attack and a vector for fur-
ther propagation of the NotPetya code throughout its network and 
beyond.

The damage cascaded across Ukrainian society. One estimate 
indicated that NotPetya struck more than three hundred major 
organ izations in the country, affecting 10 percent of Ukraine’s com-
puters. The National Bank of Ukraine reported that it was having 
difficulty with customer ser vice and banking operations. The second 
largest- bank, Oschadbank, lost about 90  percent of its computers to 
the attack. At least twenty other banks  were affected, too. In one city 
after the next, ATMs displayed NotPetya’s fake ransomware mes-
sages. Four hospitals in Kiev found themselves in the digital line of 
fire. Other medical clinics shut down or chose to turn off their com-
puters, forcing some doctors back to paper- and- pen recordkeeping.

The attack affected nearly  every federal government agency in 
Ukraine. Many ministries, including critical ones responsible for 
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healthcare, disconnected themselves from the internet and from so-
ciety in a desperate attempt to avoid the digital blast. Other offices 
weren’t so lucky; the post office, which in Ukraine also  handles pen-
sion payments and financial transfers, tried to disconnect itself but 
lost 70  percent of its computers before it could act. Airport informa-
tion boards ceased functioning and, on the metro in Kiev, customers 
found themselves unable to pay. Just  under sixty miles away, at the 
site of the 1986 Chernobyl nuclear meltdown, workers switched to 
manual radiation- monitoring systems as loudspeakers urgently in-
structed employees to disconnect and turn off their computers. The 
Ukrainian minister of infrastructure  later summed it up bluntly: “The 
government was dead.”21

For American policymakers, however, the most significant harm 
might not have been damage to computer systems. The use of the 
NSA’s leaked tools forced the agency back into uncomfortable public 
scrutiny. It reignited many of the concerns about operational secu-
rity raised by the Shadow Brokers and increased calls for additional 
restraints on the NSA’s activities. Even agency allies recognized the 
risk that attacks like NotPetya posed and the role that leaked tools 
played in enabling it. Michael Hayden, a former director of the NSA, 
said this of his own former charges: “If they cannot protect the tools, 
I just  can’t mount the argument to defend that they should have 
them. This is the one that,  unless resolved, I think actually could con-
stitute a legitimate argument to do less.”22

An Unanswered Blow

NotPetya was the most destructive cyber attack in history. The fact 
that NotPetya’s damage was so far- reaching highlights a real ity that 
seems only to grow: ordinary  people and businesses cannot escape 
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geopo liti cally motivated cyber operations. With worms, it is easy to 
extend attacks and hard to contain them, and countries like Rus sia 
do not bother trying to limit the damage. The distinction between 
targets and collateral damage fades away when every one is seen as 
an acceptable victim. Even if the damage is unpredictable and erratic, 
the mission’s objective is still achieved. The GRU did not need to 
know its targets in advance to have success, at least as the agency de-
fined it.23

Of all the cyber attacks to date, NotPetya seemed most poised to 
burst out of the gray zone between peace and war in which so many 
cyber operations reside, and spark some kind of escalation. But it did 
not. Ukraine, used to suffering Rus sian aggression, took the attack 
in stride as best it could. Its government pinned the blame on the 
Kremlin, then set about working to remediate the damage and bring 
ser vices back online. NATO announced it was sending additional aid 
to Ukraine, but other wise did  little to deter or punish Rus sia. For all 
of 2017, the United States and other major states aired  little evidence 
publicly about the source of the attack, and made no indication 
that they planned to respond. The Rus sian government, as always, 
disclaimed any role in the operation, though few believed its thin 
denials.

Against this backdrop of comparative silence, it was not even clear 
how to interpret NotPetya’s widespread disruption. Some cyberse-
curity experts suggested it was a cleanup effort designed to wipe 
away evidence of other Rus sian cyber operations. Perhaps it had 
gotten out of control.  Others thought it was a warning. “Anyone who 
thinks this was accidental is engaged in wishful thinking,” said Cis-
co’s Craig Williams, the researcher who had studied the code in 
depth. “This was a piece of malware designed to send a po liti cal mes-
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sage: If you do business in Ukraine, bad  things are  going to happen 
to you.”24

If NotPetya was a warning, it is worth parsing exactly what kind 
of warning it was. It was not so much a signal to the Ukrainian gov-
ernment or the United States government, but rather a message to 
business leaders all over the world. In this sense, it was an attempt 
to shape the economic environment, making Ukraine less palatable 
as a place for foreign investment. The attack likely did not reveal any-
thing new to Ukrainian policymakers, who  were quite familiar with 
Rus sia’s animosity, and indeed  were engaged in a bloody war.

Crucially, NotPetya lacked the kind of calibration that good inter-
national signals require. Had certain unanticipated  factors been dif-
fer ent, the damage could have been so much greater; for example, 
had Maersk’s office in Ghana not had its power outage, the damage 
borne by the firm likely would have been much higher. On the other 
hand, the damage could also have been so much less. For example, 
if Maersk’s global domain controllers did not sync with one another 
in a way that let NotPetya wreak global havoc on the firm’s networks, 
the com pany would have suffered only a glancing blow. The hackers 
likely did not know how Maersk had configured its system—it seems 
they did not spend much time  doing reconnaissance on it—so  these 
outcomes may have resulted in large part from luck.

For as overtly destructive as it was, NotPetya also lacked clarity. 
An after- action investigation revealed that, in some target networks, 
the hackers had placed a peculiar file on up to 10  percent of the com-
puters. This file served as a vaccine of sorts, instructing the NotPetya 
attack code not to target  those par tic u lar machines. The motivation 
behind this vaccine is deeply ambiguous. It may have been meant to 
soften the blow and implicitly serve as a threat that the attackers 
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could return. More likely, in the eyes of technical investigators, the 
spared computers served as a way for the hackers to maintain access 
to the target networks, ensuring that they would not have to hack 
their way in again  later.25

Fundamentally, the haphazard and volatile nature of an operation 
like NotPetya reduces its value in calibrated signaling. With the un-
predictability of signals like this, it is hard to know in advance what 
the effects  will be and thus what message  will be sent. History offers 
a striking parallel: inaccuracy in early aerial bombing campaigns 
during World War II often caused unwanted escalation since the raids 
could not be targeted well and caused variable and unpredictable 
amounts of damage.26 Like  these early air raids, indiscriminate dis-
ruption operations are power ful but blunt instruments.

It was not  until February 2018, more than seven months  after the 
attack, that the Trump administration fi nally came up with a re-
sponse. In a display of press releases coordinated with allies like  Great 
Britain, the White House confirmed what the intelligence commu-
nity had long known: Rus sia was responsible for the operation. The 
Trump administration promised that the Rus sian attack, which it 
called “reckless and indiscriminate,” would “be met with interna-
tional consequences.”27 One month  later, the administration an-
nounced new sanctions on Rus sia, though most of  those seemed to 
have  little to do with NotPetya.28

As a result, the most significant American retaliation for NotPetya 
was exposure, calling out the Rus sians for what they did. For some 
actors, this kind of exposure is indeed a serious cost. The NSA and 
its partners have for de cades taken  great pains to elude detection and 
establish plausible deniability. This desire to stay hidden was, in part, 
what made the Shadow Brokers’ leaks so damaging. Some actors, 
once caught, have quickly destroyed their own infrastructure, erasing 
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what ever tracks they could and giving up the operation rather than 
risking further scrutiny.29 In general, hackers from demo cratic gov-
ernments seem to fear exposure the most.

To other hackers, exposure means much less. Especially for  those 
oriented  toward flash- fried attacks rather than slow- cooking espio-
nage, the threat of public revelation is not much of a concern. Rus sia 
in par tic u lar seems to be content with its own implausible deniability, 
and other authoritarian hackers appear not to feel any bite from 
public exposure and international condemnation. In addition to Rus-
sian hackers, the United States has indicted Chinese, Ira nian, and 
North Korean hackers on vari ous occasions since 2014 and levied 
sanctions at other times.  These indictments offered significant evi-
dence that the foreign governments had authorized or carried out a 
wide range of activities, from economic espionage to probing Amer-
ican critical infrastructure to launching major cyber attacks.30 Yet 
none of  those states appear to have much diminished their overall 
cyber operations in response. If anything, they seem to be  doing 
more, not less.31

The Trump administration may have thought that, in condemning 
NotPetya, it was reasserting a boundary of acceptable cyber opera-
tions. It may have thought that coordinating the press releases with 
other allies created more international pressure on the Kremlin. Yet, 
absent any real force, the words and  limited sanctions seem mis-
guided and empty. No other consequences have materialized. The 
world’s most destructive cyber attack has gone largely unanswered.



THREE REPEATEDLY OBSERVED CHARACTERISTICS of hacking animate 
this book: its versatility as a tool of geopo liti cal shaping, its weak-
ness as a means of geopo liti cal signaling, and its ambition, which has 
become increasingly aggressive as modern cyber operations grow in 
capability.

The cases in this book demonstrate the flexibility of hacking. 
Some of  these, like Stuxnet and the 2016 election interference, are 
high- profile and have attracted enormous attention.  Others, such 
as  those oriented  toward passive collection and counterintelli-
gence, have not. Taken together, the multiplicity of operational ob-
jectives illustrates the range of what hackers can do. The chapters 
have shown how states have relied on cyber operations time  after 
time to gain advantages over other states by spying, attacking, and 
destabilizing. Hacking has earned its place in the playbook of 
statecraft.

There is potential for cyber operations to expand still further as 
tools of shaping. Most provocatively, hacking may be of direct use 
in joint operations with conventional military capabilities. Though 
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this possibility has long been discussed,  there is not nearly enough 
evidence on which to evaluate it. As mentioned, cyber attacks against 
Georgia in 2008 appear to have worked alongside traditional Rus sian 
military operations, but it is hard to know their effects.1 With much 
of the work of United States Cyber Command and military units like 
Joint Special Operations Command’s “Task Force Orange” mostly 
out of view, it remains difficult to judge the degree to which states 
have successfully integrated hacking into their traditional military 
campaigns.2

For as much as  these chapters highlight what is differ ent between 
cases, they also underscore their common ele ments. In impor tant re-
spects, much of the pro cess of hacking is conceptually similar from 
operation to operation: performing reconnaissance on a target, de-
veloping malicious code to exploit a vulnerability, making entry to 
the target network, establishing command and control, moving lat-
erally within the target network, deploying additional tools, and 
monitoring effects. By tracing  these operational similarities through 
vari ous incident narratives and geopo liti cal contexts, this book aims 
to make them more recognizable and more widely understood.3

Signaling and Shaping Revisited

But, as this book has shown, the cyber operations that achieve such 
a broad range of objectives often fail at one impor tant task: signaling. 
Cyber capabilities are ill- suited for communicating with other states 
to encourage or discourage  future be hav ior. In this way, they depart 
from their pre de ces sors, like conventional military arms and nuclear 
weapons. States sometimes try to signal with cyber operations, but 
usually fail. The rhe toric around topics like cyber deterrence can 
sometimes outrun the real ity, which is that cyber capabilities rarely 
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offer clear, credible, or calibrated means of signaling and coercion. 
There are four reasons for this.

First, visibility enhances signaling, but cyber capabilities often 
benefit from or require secrecy. For de cades, canonical international 
relations scholarship and policymaking has focused on  those activi-
ties that all can see. Presidential summits and international diplomacy 
are fixtures in the minds of scholars and the public. Widely examined 
cases such as the Cuban Missile Crisis center on the capacity of leaders 
to walk up to— and then back from— the geopo liti cal brink in a way 
that shows resolve, benefits their own interests, and ultimately averts 
a war. For de cades, this has been the art of modern statecraft.

Conventional military activities are often far more oriented  toward 
vis i ble signaling than  toward direct combat.  There is a repertoire of 
American military action that is effective  because it is vis i ble but does 
not directly harm an adversary. This includes activities like force mo-
bilizations, joint exercises with regional allies, freedom of naviga-
tion patrols, and overt weapons development. When United States 
policymakers want to signal commitment to their near- peer counter-
parts in China and Rus sia,  these are most often the approaches on 
which they rely. They are also the subjects that receive a  great deal 
of scholarly attention.

Crucially, when  these conventional military signals are sent, the 
under lying capabilities become more useful, not less. Joint exercises 
enhance operational abilities. Mobilizing forces places them in a 
better position to attack. Building more and better weapons increases 
a state’s overall power projection capability. Preparing credible 
threats makes it easier to deliver on them when required. Signaling 
thus makes the use of force more credible.

By contrast, many cyber operations  can’t meet their goals— such 
as passive collection, surreptitious decryption, source code manip-



 

ulation, and counterintelligence—if the operations come into view. 
Even in some acts of sabotage, such as Stuxnet and Wiper, perpetra-
tors have tried to remain invisible as long as pos si ble to increase op-
erational effectiveness. “If you know much about it, [cyber is] very 
easy to defend against,” explained Michael Daniel, cybersecurity co-
ordinator during the Obama administration, adding, “that’s why we 
keep a lot of  those capabilities very closely guarded.”4 As seen 
throughout this book, exposing par tic u lar hacking capabilities tends 
to render  those capabilities much less useful, especially against well-
secured targets. Shrouding cyber capabilities in secrecy is such a 
crucial princi ple that it underpinned the “Nobody But Us” philos-
ophy of the NSA, whose edge partially eroded  after the revelations 
of some collection efforts.  Because revealing one’s own hacking ef-
forts to send a signal generally makes  those tools less effective, savvy 
actors are unlikely to do it frequently.

In this re spect, cyber operations are more akin to some less widely 
studied parts of the traditional military playbook: special operations 
and other forms of covert action.  These efforts, which are often vis-
i ble to the adversary, are effective  because of their force, targeting, 
and timing. They have strategic effects, cumulatively and sometimes 
individually. The thousands of special operations raids that the United 
States conducted in Iraq, Af ghan i stan, Pakistan, and beyond show 
the power of direct shaping in the right circumstances; most obvi-
ously, they kill  people who aim to harm the United States and they 
gather intelligence on terrorist cells. Yet  these missions, carried out 
by separate elite units, are not seen as part of mainline military ac-
tivity, receive less scholarly attention, and sometimes have less over-
sight by Congress and other public bodies. They are relegated to the 
sidelines of statecraft as it is studied and commonly understood. So, 
too, are cyber operations.
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The second reason cyber operations are poor for signaling is that 
they do not lend themselves to predictable and easily calibrated 
force. Conventional tools of statecraft are much better at inflicting 
carefully chosen amounts of harm. In his classic work on coercion, 
Thomas Schelling explained that the most effective way to compel a 
change in an adversary’s be hav ior is to use a vis i ble form of harm that 
can be carefully increased. For example, when the Truman adminis-
tration needed allied France to withdraw from territory taken in the 
waning days of World War II, the United States forced France’s hand 
by cutting off supplies, knowing how the cost to France of operating 
without support would steadily increase. Before long, the French 
backed down. This was masterful signaling, averting a crisis and a 
disastrous fight between allies.5

Contrast this with cyber operations, which, even as they become 
more public and power ful, are poorly suited for communicating well-
defined “latent vio lence,” or the possibility of more harm to come. 
For example, many cyber attacks lack control over how much damage 
they do. The attacks on Sands Casino and Operation Ababil likely did 
less damage than the hackers anticipated, as did perhaps CRASH-
OVERRIDE. WannaCry prob ably did more than anticipated.

NotPetya was completely unpredictable. It was a poorly targeted 
attack lobbed in the general direction of an adversary, designed to 
inflict damage on whoever happened to be in the wrong digital place 
at the wrong time, with uncertain consequences. Had major compa-
nies set up their information technology differently, the cost of Not-
Petya might have been an order of magnitude less; had some com-
panies been less lucky,  things could have turned out much worse. 
While many cyber operations are more precise, in general it is hard 
to signal when the operational effects cannot be anticipated and 
ratcheted up over time.



 

In addition, defenders can interfere with the hackers’ ability to 
escalate, which also reduces capacity to threaten latent harm. Usually, 
as seen in several cases discussed in this book, defenders can take 
targeted systems offline once they realize an attack is underway or 
imminent, though not all systems can be quickly disconnected or 
disabled. Notably, this does not apply to any operation that inflicts 
harm by leaking already- acquired documents.

Third, even vis i ble and controllable cyber operations are much 
harder to interpret than conventional tools of statecraft. Robert Jervis 
argued that, even with conventional weapons, it is always easier to 
send signals than it is to interpret them, since policymakers assume 
that the nuances in their signals  will be apparent to their counter-
parts.6 That said, some signals are more interpretable than  others. It 
is readily apparent what message the United States sends when it mo-
bilizes an aircraft carrier  battle group; decision- makers on the re-
ceiving end of the signal understand and fear the displayed readiness 
to attack. The deployment of thousands of American soldiers to the 
Eu ro pean continent during the Cold War is similarly obvious in 
meaning. As noted in the Introduction,  these troops might not be ca-
pable of repelling a Soviet invasion, but they could die trying.  Every 
Soviet leader knew that the death of thousands of Americans would 
precipitate war.  There was  little ambiguity.

Most cyber operations, however, are on the other end of the 
spectrum of interpretability. At least based on public information, 
there is still debate about  whether the blackouts in Ukraine  were a 
test or a demonstration or something  else. No clear evidence pro-
vides an answer to why  those attackers did not do as much damage 
as they could, or if they tried to do more and failed. Likewise, the 
case of the Shadow Brokers remains a mystery on many levels, 
starting with the identity of its perpetrators. The saga is rife with 
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nuance and complexity, so much so that it is hard to unpack the 
under lying meaning.

Even in less complex cases, the fact that most policymakers and 
scholars do not understand the basics of how cyber operations work 
makes this task of interpretation much more difficult. For example, 
the more automated nature of the 2016 blackout in Ukraine might 
be plausibly seen as a threat to the United States, which uses similar 
systems in its electrical grid, but the manually orchestrated 2015 
blackout cannot be seen as a threat in the same way. The attacks had 
similar effects but interpreting them correctly requires an under-
standing that most policymakers and scholars do not have of mali-
cious code.

The fourth point is related: effective signaling requires not just 
communication but also credible commitment; to have meaning, a 
threat cannot be perceived as hollow. Conventional tools of statecraft 
show commitment easily, and have for millennia. The Greek soldier 
and historian Xenophon argued that deliberately boxing one’s own 
army in a corner increased its chances of victory, in part  because it 
signaled to the  enemy that, with no retreat pos si ble, the army would 
keep fighting, no  matter how sustained the assault. “We may bless 
the ground that teaches us that except in victory we have no deliver-
ance,” he wrote.7 This kind of demonstrated commitment is hard to 
muster in cyber operations that risk no lives, have unclear paths of 
escalation, frequently offer no clear last chance to avert conflict, and 
often become less effective when their preparations are made public.

The Expanding Art of the Pos si ble

In lieu of much effective signaling, states have found it better to use 
their cyber capabilities to grapple with one another for advantage. 



 

This book’s narrative spans several de cades of cyber operations. This 
history demonstrates an impor tant pattern: the harm that hackers 
can do is expanding faster than the deterrence or defenses against 
them. For years, increasingly aggressive activities have in many cases 
gone unblocked and unmet by meaningful retaliation.

Intelligence agencies pioneered cyber espionage operations many 
years ago. They poked around adversaries’ and even allies’ computer 
networks in secret and tapped in as data transited fiber-optic cables. 
These agencies, and their military partners, eventually added a par-
allel track of targeted attack, using the same illicit access to foreign 
networks to destroy and manipulate information, not just gather in-
telligence. Eventually, this also expanded, adding a category of op-
erations, including widespread disruptions like NotPetya, meant to 
destabilize broad swaths of a targeted society. At each turn, despite 
protestations and a few attempts to impose consequences, the scope 
of cyber operations grew mostly unchecked.

Within each of  these three categories— espionage, attack, and 
destabilization— operations continue to become more power ful and 
more scalable. For espionage purposes, the Chinese have hacked mil-
itary targets, valuable but obscure offices in the United States, key 
parts of the computing supply chain, major cloud ser vice providers 
with gigantic amounts of data, and many other targets.8 The success 
of companies like Huawei in manufacturing, building, and repairing 
undersea cables and new 5G telecommunications infrastructure 
raises fears that the Chinese government may try to match the ad-
vantages in passive collection that the Five Eyes enjoy, according to 
statements of former government officials and leaked documents.9

Rus sian agencies have likewise continued to expand their cyber 
espionage repertoire. They have penetrated American critical infra-
structure companies, government agencies, and po liti cal institutions 
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like the Demo cratic National Committee.10 In 2019, Rus sian cryptog-
raphers submitted a proposed international encryption standard 
that contained flaws. Although they said the flaws  were inadvertent, 
many other cryptographers doubt this claim, ever mindful of the 
Dual_EC backdoor that showed up in Juniper and RSA’s products.11

Cyber attacks continue to grow in prominence, too. The United 
States announced with  great fanfare in 2016 that it was launching a 
cyber campaign against the Islamic State. Se nior defense officials, in-
clined to talk about cyber capabilities using comfortable analogies, 
bragged about dropping “cyberbombs” on jihadist targets.12 The 
mixed results of the effort did nothing to abate the interest of major 
states in developing and deploying offensive hacking tools.13 Iran has 
continued to launch cyber attacks against regional adversaries. China 
turned its  Great Firewall into a tool of attack to take down an Amer-
ican website posting censored content.14

For its part, Rus sia has continued to be aggressive in its attacks, 
as well, apparently undertaking a major cyber operation against the 
2018 Winter Olympics in South  Korea that was mostly thwarted by 
strong cyber defenses.15 More alarmingly, it appears that hackers 
from a Rus sian chemical lab  were involved in a very sophisticated 
effort to disable safety mechanisms at a petrochemical plant in Saudi 
Arabia, which could have caused a massive explosion. Cybersecu-
rity defenses prevented the attack, but analysts discovered that the 
malicious code’s capabilities exceeded previous operations. Recalling 
Stuxnet and the 2016 blackout in Ukraine, the Department of 
Homeland Security warned that it “surpass[ed] both forerunners 
with the ability to directly interact with, remotely control, and com-
promise a safety system— a nearly unpre ce dented feat.”16

Destabilization missions also continue to expand. Social media 
companies strug gle to combat the threat to their platforms; in just 



 

one quarter of 2019, Facebook removed more than two billion fake 
accounts. But many more remain online despite the com pany’s 
efforts. Overall, the percentage of accounts on the platform that 
are fake has increased, not decreased, reaching a high in 2019 of 
5  percent, according to the com pany’s own estimates. A series of 
news reports and academic studies showed that fake Facebook ac-
counts  were directly engaged in po liti cal operations in elections all 
over the world, such as advocating for the Russian- supported far-
right party in Germany.17 Rus sian operatives continue trying to buy 
ads on the platform, including to interfere in American elections, 
while Chinese operatives attempt to manipulate the po liti cal pro cess 
in Hong Kong.18

Hack- and- leak operations are alive and well, too. In 2017 and 2018, 
Rus sian operatives conducted a series of influence campaigns, with 
mixed effectiveness, aimed at organ izations they considered harmful 
to Rus sian interests. Their targets included the World Anti- Doping 
Agency, which had revealed Rus sian cheating in the Olympics; the 
Organ ization for the Prohibition of Chemical Weapons, which had 
examined Rus sia’s poisoning of a former spy; and the investigation 
into Malaysia Airlines Flight 17, which Rus sian forces had shot down 
in Ukraine.19 A network of outlets, including social media accounts 
and state propaganda platforms such as Sputnik, stand ready to push 
the Rus sian message.20

Iran and its supporters have used disinformation for their own 
purposes, too. Researchers found sprawling campaigns that relied on 
hundreds of fake accounts on Facebook and Twitter.  These cam-
paigns aimed to mislead individuals all over the world. One effort 
aimed to sow division in the United States, Saudi Arabia, and Israel. 
It included well- constructed fake news articles that revealed a sophis-
ticated understanding of online media and politics in the targeted 
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countries. Perhaps most impressively, the Ira nian operators watched 
carefully for signs that online commenters had discovered that a 
given article was fake; if this happened, they deleted that content and 
replaced it with a legitimate news article, sowing confusion among 
readers and making it harder for investigators to follow their tracks.21

Iran also seems to be the victim of an exposure campaign. In 2019, 
an unknown perpetrator revealed secret information about Ira nian 
hacking operations. The group posted Ira nian hacking tools, in much 
the same way that the Shadow Brokers revealed American cyber ca-
pabilities. Furthermore, it revealed evidence of Iran’s penetration of 
dozens of organ izations all over the world, showed the digital infra-
structure from which the Ira nian intelligence agencies carried out 
their operations, and exposed identities and photo graphs of the Ira-
nian hackers.22 More overtly, United States Cyber Command also 
began sharing intelligence on Ira nian capabilities.23 This multi-
faceted exposure no doubt harmed Iran’s operational capability.

A group called Intrusion Truth has similarly exposed Chinese 
hackers. The group’s members remain anonymous, but in a series of 
reports beginning in 2017, they revealed a  great deal about the organ-
ization, capability, and identity of Chinese hackers. In so  doing, 
they disclosed more information than even private- sector cyberse-
curity analysts had access to. A statement issued by the group makes 
clear that the motivation for this exposure is to interfere with Chi-
nese cyber espionage operations: “We are directly challenging this 
illegal and unfair activity by exposing  those responsible, naming the 
hackers themselves and identifying the agencies that hide  behind 
them.”24 The case shows the continued expansion of cyber operations 
and the continued overlap with information operations.

More generally, cyber capabilities have also expanded from  great 
powers to smaller states. The United Arab Emirates and Qatar seem 



 

to have engaged in tit- for- tat hack- and- leak operations for several 
years, part of an increasing trend of leaked and forged documents 
globally.25 Vari ous authoritarian regimes have woken up to how cyber 
operations can suppress dissent at home and abroad, and generally 
serve as tools of repression. Saudi Arabia has hacked critics of the 
kingdom around the world, including the journalist Jamal Khashoggi, 
who was  later brutally murdered by agents of the Saudi Arabian gov-
ernment.26 Western and Israeli firms, many staffed by former gov-
ernment hackers, sell tools and ser vices to  these countries with 
abandon, rapidly increasing the number of states with mid- tier but 
effective cyber capabilities at their disposal.27 Sometimes  these tools 
leave the realm of national security in ser vice of other missions; in 
2017, cybersecurity researchers showed that hackers had carried out 
a campaign against supporters of an initiative to tax soft drinks in 
Mexico.28

These are operations that have only recently come to light, and 
their full stories cannot yet be told. No doubt, journalists and 
analysts (and perhaps other hackers)  will find and reveal more 
information about them as time goes on. It is certain that  there are 
even more operations happening now that no one has yet uncov-
ered in public. The expansion of cyber operations shows no sign of 
stopping.

This expansion continues largely unchecked  because states de-
fine the contours of acceptability. They decide what is a cause for 
conflict and escalation and what, like NotPetya, merits sternly 
worded statements months  later. Thus far, most states seem to be 
content to hack each other in their endless strug gle for advantage. 
The United States, perhaps in response to the growing ferocity of 
modern cyber operations and the continued erosion of Nobody But 
Us capabilities, has begun to express a more forceful stance. In 2018, 
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Cyber Command announced a shift to a more aggressive approach 
and received new authorities to more routinely conduct clandestine 
military cyber operations.29

The new strategy seeks what the Command calls “per sis tent en-
gagement,” as part of a daily “agreed competition” with other states.30

The director of the NSA and commander of Cyber Command, Paul 
Nakasone, notes that adversaries act similarly below the threshold 
of war, “gaining strategic advantage through competition without 
triggering armed conflict.”31 Other American officials, including 
former White House officials, likewise hint at the possibility of Amer-
ican attacks on adversaries’ critical infrastructure, saying, “we  don’t 
want to take any options for ourselves off the  table.”32

The strategy of per sis tent engagement and the normalization of 
power ful cyber attacks offer notable contrast to the era when poli-
cymakers and pundits feared catastrophic cyber war and treated 
every incident with alarm. For instance, in one of the earliest exam-
ples of public state- sponsored espionage—an effort called Moon-
light Maze— Russian hackers penetrated a range of unclassified 
American networks and stole gigabytes of information. In 1999, in a 
secret session in the midst of the operation, Deputy Secretary of De-
fense John Hamre put it bluntly to Congress: “ We’re in the  middle 
of a cyber war.”33 In hindsight, Moonlight Maze pales in comparison 
to  every case discussed in this book.

The scale of operations  today is  orders of magnitude greater than 
what occurred just two de cades ago. Former NSA Deputy Director 
Chris Inglis has alleged that the Rus sians control two hundred thou-
sand pieces of malicious code in American critical infrastructure, and 
the United States no doubt has its own surreptitious presence in ad-
versary networks all over the world, too. Yet, as in  every other case 
in this book, policymakers on all sides have chosen to regard  these 



 

operations not as acts of war or even public crises, but rather as parts 
of the everyday digital melee.34

In this sense, the current framework of per sis tent engagement 
might be misunderstood as under- hyping cyber operations; if some-
thing is daily, it is by definition not exceptional. But to dismiss cyber 
operations as less impor tant  because they occur  every day and do not 
cross the threshold of war is to miss the point. This book shows how, 
again and again, hacking makes a difference in geopolitics. The cre-
scendo of cases illustrates how hackers achieve missions that are ever 
more varied, and develop capabilities that are ever more power ful—
motivated by the prospect of geopo liti cal advantage for their states 
and largely uninhibited by norms, treaties, or fear of retaliation.

One  thing is certain: in states’ conflict of interests,  wills, and 
worldviews, they  will continue to hack one another. They  will build 
and deploy computer code that spies, attacks, and destabilizes. This 
is one key part of what Kennan’s “perpetual rhythm of strug gle” looks 
like in the digital age. All major powers seem unwilling or unable to 
stop it. To the contrary, they embrace it. Unfettered and undeterred, 
their hackers reshape the world.
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