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Foreword

Blockchain and related technologies have begun to attract the attention of scholars
and professionals worldwide. Academic journals and publications, however, failed
to cover different aspects of this newly evolving and ever-growing field. This edited
compilation containing 30 works by selected authors from countries ranging from
India to Korea would be a pioneer work to fill the void that exists currently between
blockchain practice and academic research. The volume not only includes contribu-
tions from eminent universities around the globe but also includes contributions by
professionals from the banking sector. The research studies presented in the book are
mainly concentrated in blockchain applications in finance and logistics, but novel
and interesting applications such as humanitarian logistics (one example being the
blood distribution problem) are also represented.

The volume is divided into four main sections along with the headlines of
business model design, the digital transformation of business, digital business
strategies, and accounting applications. Five chapters in the first section mainly
point out the importance of blockchain applications as they relate to business
model design in the digital era. The first chapter highlights the importance of
artificial intelligence (AI) and robotic process automation (RPA), especially for the
financial services sector. This chapter is a contribution by members of the largest
public bank in Turkey. The section goes on to illustrate issues in human-robot
interaction, the Internet of Things (IoT), and culture as a key player in the success of
digital transformation.

The second section is concerned with the digital transformation of business
operations in the blockchain ecosystem. This section dedicates three chapters to
the applications of blockchain in the logistics and supply chain management areas.
Logistics involves the transfer of goods from suppliers to the final consumers along
with many different transport modes. The correct matching of the shipping lists of
the sources of origin and the demand points may be critical and difficult to ascertain
using the traditional systems. Blockchain here may be a critical player in this
industry. The human resources management (HRM) area is also demonstrated here
as a potential area for the application of blockchain technologies.
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The third section is about digital business strategies and competencies and starts
with a paper discussing the key success factors for strategic management in digital
business. Apart from chapters presenting an exhaustive treatment of business strat-
egy in the IT field, the section also includes a practical case study from the maritime
industry and a practically oriented treatise of setting structure and strategy for a
virtual travel organization.

The next section explores the issues surrounding accounting applications in the
blockchain ecosystem. The final section presents the negative side of the possible
misuse of the technology citing examples from copyright protection and cybercrime.

All in all the book covers a wide range of topics relating to the newly evolving
field and would shed light on different aspects that a typical practitioner or academic
can wish to explore further. Moreover, the collection of articles does display
theoretical contributions to the literature as well as practical case studies from
diverse sectors that blockchain could possibly be used in. It is therefore a commend-
able effort by the editors to put together such a volume and make it available to the
researchers in the international arena.

Bogazici University, Istanbul, Turkey Ulas Akkucuk
July 2019



Preface

The newest technologies in blockchain environment have been transforming tradi-
tional business operations significantly in the last several years. Blockchain tech-
nologies are referred to as the decentralized integration of computers and distributed
networks that are linked together safely based on the new growing list of records,
so-called blocks, connecting the world to the future of business without regulation of
any central authority. Adopting this new technology is a challenging issue for many
strategists and managers. It is now time to make a fresh start to understand how the
blockchain ecosystem works and shapes the existing business operations in the
digital age. Moreover, it is also clear that managerial action is a necessity for coping
with this new digital transformational change by adopting new business strategies
and philosophies. In a business ecosystem, managing this transformational change is
a significant pattern of concern for strategic thinking in front of many pioneering
companies in different industries from aviation to communications.

In the existing literature, the latest developments and researches spotlighted the
importance of the blockchain ecosystem which enhances the business performance
in volatile conditions. Traditional studies in the past heavily concentrated on the
organization-based or market-based factors mostly related to the side of human
resources, leadership, robotic technologies, financial decision making, culture, opti-
mization, and so on. Recently, the newest studies on digital business operations
highlighted the importance of blockchain ecosystem components and their role in
implementing competitive digital business strategies to maximize operational
efficiency.

In the blockchain ecosystem, some important topics shaping business strategy-
based studies include data security with quantum cryptography, value transfer via
smart contracts, increased efficiency, sustainable optimal performance, and devel-
opment of a smart solution. In addition to them, big data, neural networks, and
artificial intelligence are today linked to blockchain studies. Although blockchain is
still a new topic today for many researchers and strategists, they are seeking true
answers and trying to locate a new approach to strategic thinking and structural
design too.

vii
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In the existing literature, several studies highlighted that (1) there is a significant
correlation between enhanced business performance and cybersecurity, (2) opera-
tional costs in transportation are decreased with the integration of blockchain
systems, (3) effective communication through supply channels via data transfer
systems embedded in blockchain ecosystem decreases delays in transportation
process, and (4) blockchain ecosystem has positive effects on a firm’s performance
while optimizing production means via secured networks.

For many digital business enterprises, owners today also question the benefits of
building enterprise-level blockchain applications which may have a broader impact
on markets while they are costly investments in the short run. Investors are still
confused about the benefits of adopting this new technology in business operations.
Decision makers also still need answers on future business performance issues
related to blockchain-based business strategies.

To which extent are these hot topics in the blockchain ecosystem successfully
entitled to this digital transformational change? Are they capable of enhancing
business performance? Could effective digital business strategies and firm perfor-
mance be easily linked together within a blockchain ecosystem? New digital busi-
ness strategies in the blockchain ecosystem will spotlight important clues for some
questions too: Will it be possible to adopt traditional business strategies to a new
digital era via the blockchain ecosystem? Will artificial intelligence really decide on
the level of financial leverages or maximize the firm performance and value while
determining WACC parameters? Will social media strategies be embedded in digital
marketing activities with cluster learning? The authors of the chapters in this
publication have contributed to the success of this book by the inclusion of their
respective studies answering most of these questions.

This novel book emphasizes on the digital business strategies in blockchain
ecosystems and transformational change coping with challenges in the digital era.
It is anticipated to be one of the pioneering premier sources in this field with the
contribution of scholars and researchers from different disciplines overseas. Con-
tributors in this study formulated the new insights on the transforming process of
business functions and the applications of digital business strategies in the business
ecosystem via blockchain technologies. Our contributors to this study formulated the
new competitive strategies for digital business in this new age. Thanks to interdis-
ciplinary participation between world-class scholars with respect to their studies, it is
now possible to mention that this book contributes in the development process of
company strategic roadmap and provides a strategic toolkit for decision makers in
business entities.

This book is composed of five contributory sections with 30 chapters. The first
section outlines the business model design in the digital era within the blockchain
ecosystem. Chapters in this section spotlighted the functionality of the blockchain
ecosystem and the transformation of business. This book continues with section two
outlining “Digital Transformation of Business Operations in the Blockchain Eco-
system.” Chapters in this section assessed the digital transformation process of
business functions and operations. The third section builds on the “Digital Business
Strategies and Competencies.” Chapters in this section determine key success factors
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for strategic management and underline the evolution of digital business strategies
with the adoption of blockchain technologies. Chapters in this section also develop
strategic thinking for digital business and develop insights for digital business
strategies for strategic entrepreneurship. The next section concentrates on the trans-
formation of accounting applications in the blockchain ecosystem in the digital era.
Chapters in this section develop a critical approach to the evolving role of accounting
within the blockchain ecosystem. Finally, the ending section, “Cybercrime, Legal
Aspects, and Relevant Topics,” assesses relevant topics in digital business and
blockchain technologies including cybersecurity, legal and social aspects, and future
directions on blockchain-based studies.

Chapter 1 evaluates the transformation of the business model in the finance sector
with artificial intelligence and robotic process automation. Dr. Met and his col-
leagues advocate that automation and data are driving fundamental changes in our
daily lives and in the way of doing business. They evaluated that how financial
institutions should change their business models in order to benefit from these two
developments and a use case of a bank has been shared.

Chapter 2 features human-robot interaction in organizations. Dr. Tunc’s study
aims to explore how the interaction between humans and robots affects the work-
place and in what aspects we can explain the nature of sociality and collaboration
with robots. It also aims to put forward the advantages and disadvantages of human—
robot interaction by presenting essential reference points and discussing many
aspects of human—robot interaction in organizations.

Chapter 3 assesses the future of the Internet of Things in the blockchain ecosys-
tem from organizational and business management perspectives. Dr. Zehir and
Dr. Zehir focus on the Internet of Things (IoT) in blockchain ecosystems stating
that IoT is a technological paradigm that bridges physical and digital worlds over a
global network. They also highlight that there are a number of major challenges such
as privacy and security. Blockchain can be a solution to these problems.

Chapter 4 introduces a blockchain-based framework for blood distribution.
Dr. Cagliyangil and his colleagues propose such an Ethereum blockchain-based
framework called KanCoin concerning this potential in order to manage and adjust
the processes for efficient distribution planning in the blood delivery system from
donors to distribution centers and patients at medical centers in a more effective way
than the conventional procedures.

Chapter 5 develops an institutional view on developing a supportive culture in
digital transformation. Dr. Gurkan and Dr. Ciftci state that organizations create a
digital culture by adapting their culture to the new format in order to be successful
during this challenging process. Culture is the most important element for the
continuation of the core values and the participation of the employees with the
least resistance. Thus, their study examines the effect of digital transformation and
culture on this transformation process. Information is also provided about the digital
organizational culture.

Chapter 6 develops an institutional approach to the digitalization of business
functions under Industry 4.0. Dr. Cagle and her colleagues aim to highlight the role
of each function within Industry 4.0. Moreover, the chapter will determine the



X Preface

actualized benefit of transitioning toward Industry 4.0, separate from the recognized
benefits under the literature.

Chapter 7 assesses a new marketing trend in the digital age with social media
marketing. Dr. Sumer states that consumers can influence each other’s preferences
through comments that they share over social media. Their comments on social
media are important in the promotion of goods and services. Therefore, it would not
be wrong to say that social media is an effective marketing tool in today’s business
environment. This chapter is aimed at examining the concept of social media
marketing and its effects on the marketing activities of businesses.

Chapter 8 develops a critical approach to the transformation of supply chain
activities in the blockchain environment. In this chapter, the potential impact of the
blockchain technology on supply chain management (SCM) was investigated to
reveal the nature of transformation that it can result in the domain by Drs. Akyuz and
Gursoy. Findings reveal that technology is expected to provide accurate and trust-
able transaction infrastructure as well as true visibility and traceability across
partners. With its potential to provide a transparent and trustable multi-partner
ecosystem, it appears that blockchain will accelerate and strengthen the realization
of a collaborative, IT-based network paradigm. Hence, findings of the study support
that the blockchain technology will be a critical enabler of the transformation of the
supply chains into tightly coupled, transparent collaborative ecosystems.

Chapter 9 initially assesses the digitalization process in logistics operations and
Industry 4.0 and develops an understanding of the linkages with buzzwords.
Dr. Sorkun’s study aims to initially introduce the Industry 4.0 enabling technologies
(buzzwords), expected to be widely used in logistics operations in the immediate
future, and then reveals the linkages between these technologies. To this end, this
study applies the fuzzy-total interpretative structure modeling on the Industry 4.0
enabling technologies, which are big data analytics, Internet of Things, artificial
intelligence, cloud technology, 3D printing, augmented reality, 5G connection, and
autonomous vehicles. The results show that most Industry 4.0 enabling technologies
are interdependent but to different degrees. These results provide guidance on which
technologies firms should primarily focus on to achieve digital transformation in
logistics operations.

Chapter 10 draws attention to the future directions of the digitalization of
business logistics activities. Drs. Bayarcelik and Bumin Doyduk stated that Industry
4.0 enables communication between humans and machines in cyber-physical sys-
tems (CPS). The concept of Industry 4.0 was first brought up in Germany. With the
promises of the concept and increasing demand in cost-effectiveness, flexibility, and
sustainability, Industry 4.0 has drawn considerable interest globally. The Industry
4.0 era will lead to breakthrough chances in the business world. As the technologies
of this era enable ubiquitous presence and real-time information about every single
piece of a process, it has been used in many firms in developed countries for
some time.

Chapter 11 develops a critical approach to the digital transformation of human
resources management with an assessment of the digital applications and strategic
tools in HRM. Dr. Vardarlier indicates that enterprises now use digital human
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resources systems while carrying out their human resources functions. In this
respect, while enterprises offer many innovations in the digital field to consumers,
human resources management also applies similar innovations to employees or
candidates. Therefore, digital transformation in human resources processes is more
effective when used as part of a broader employment process. In this context, this
study focuses on the use of digital applications in the human resources management
of enterprises. However, the reflections of digitization on human resources processes
have also been elaborated.

Chapter 12 analyzes the transformation of human resources management and its
impact on overall business performance using big data analytics and Al technologies
in strategic HRM. Prof. Zehir and his colleagues demonstrate that digitization in the
workplace has already affected working methods and the working environment. The
digital transformation of human resources management (HRM) is one of the most
discussed topics in recent academic studies. In that context, this chapter investigates
the transformation of strategic HRM by big data and artificial intelligence
(AI) technologies and the impact on business performance. The authors discussed
the impact of digital technologies on SHRM and how big data and Al technologies
enhance the strategic development of HR. Secondly, the role of technology in HR
evolution from 1945 to the present is explored. It can be seen that as technology
develops, the business also changes the way it manages human resources. Third, the
importance of the use of big data and Al technologies in HR functions is discussed.
Finally, the ways in which HR contributes to business performance as a result of the
digital transformation of HR are discussed. Suggestions and future directions are
provided for both HR professionals and researchers to support overall business
performance by transforming SHRM into digital SHRM.

Chapter 13 initially determines key success factors for strategic management in
digital business. Dr. Met and his colleagues indicate that technology improves
quickly and every object that comes into direct contact with life is being digitized.
The developments in the field of information technologies and the need for digital
transformation have led to a rapid change in the traditional ways of doing business.
Both the biggest threat and opportunity come from technology. It can bring on fail
for the companies that don’t understand the technological developments correctly
and adapt to the changing environment. It has become an important issue to create
the right strategic management model in order to enable firms to evaluate the
opportunities and minimize risk during digital transformation because every enter-
prise has a different approach to digitalization.

Chapter 14 explains the platform strategy for business transformation in a
blockchain ecosystem. Prof. Ku’s chapter explains blockchain platform strategies
for business transformation in a blockchain ecosystem. The blockchain platform,
which includes specific transaction records and distributed ledgers for certain time
periods, can be defined as (1) a core asset in a blockchain ecosystem, (2) a common
basic asset, (3) an asset possibly generating derivative content and services, such as
complements, (4) the hub in the value chain in blockchain technology-based busi-
nesses, and (5) an asset retaining blockchain technology.
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Chapter 15 demonstrates the practical evidence of blending business strategies
with IT in the digital era. Dr. Met and his colleagues clearly state that the alignment
of IT management and business is the key factor for the success of enterprises. The
IT management must take care and understand the business strategies and proceed in
this context for the management of data, application, and infrastructure architecture.
The business must also implement methods to transfer the logic behind the strate-
gies, vision, organization, the processes to improve, and the functions to develop to
the IT management in the context of business architecture. Throughout blending
business strategies with IT management, the enterprises can achieve more efficient
business and IT operations, better return, reduced risk, and complexity; so, the
organization becomes more agile among different distribution channels, project
and change management is easier, and the software development costs will be lower.

Chapter 16 focuses on the recent developments of artificial intelligence in
business logistics: a maritime industry case. Dr. Ceyhun highlights that fast-growing
technological features of today drive all companies in all sectors to mechanization
with automation by artificial intelligence (AI). As the maritime and logistics sector
moves toward becoming fully digital, Al becomes a significant competition element
for leading shipping companies in business logistics and maritime nations. Although
the use of artificial intelligence requires a great investment in the short term, it brings
profitability by reducing the costs in the long term.

Chapter 17 investigates on the use of artificial intelligence as a business strategy
in the recruitment process and social perspective. The authors aim to reveal the
benefits and risks of Al-based use on human and community in recruitment pro-
cesses in the human resources department. The applications of artificial intelligence
are explained with examples.

Chapter 18 highlights the importance of digital marketing strategies and business
trends in emerging industries. Authors state that there are several difficulties an
emerging industry faces while entering into a market such as high costs, uncertainty,
complexity, and instability. Traditional marketing may not be effective enough in
these industries to deal with these difficulties due to the ongoing transformation in
the technology and digital marketing. This is expected to present more useful and
effective results. Therefore, digital marketing potential in emerging industries will be
presented in this study.

Chapter 19 explains the framework of the structure and strategy in virtual
organizations and develops insights on the strategies for virtual travel organizations.
Drs. Toylan and Cakirel address the network-based strategies of virtual travel
organizations, which are in conformity with today’s management mentality. In this
sense, the concept of virtual organization has been defined in terms of the travel
sector in particular. After referring to the concept of virtual travel organization, the
structure, process, and characteristics are discussed. In conclusion, several strategy
suggestions have been made for virtual organizations. The literature does not include
many studies explaining the strategies on the basis of networks and exhibiting the
components that affect the performance of VTO. The study contributes to the
literature in those aspects and can also be a significant source of information for
field students, scholars, and professionals.
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Chapter 20 develops a futuristic view of the effects of blockchain technology on
accounting applications. This chapter aims to exhibit the current accounting opera-
tion areas that blockchain technology impacts, as well as the future direction of the
integration between technology and accounting.

Chapter 21 develops a critical approach to accounting in the digital era with the
assessment of the impacts of Industry 4.0 on financials. The chapter focuses on the
effects of Industry 4.0 on financial statements and financial statement analysis from a
theoretical perspective. The possible effects of developing information technologies
on financial statements and ratio analysis will be discussed.

Chapter 22 answers on the question of how to use blockchain effectively in
auditing and assurance services. This chapter will explain how and when to use
blockchain technologies and identify the potential new risks that await the auditor.
Since no definitive rules and regulations have yet been made, this study is based on
the opinions of several professional bodies that are currently tackling Bitcoin and
other sub-tools that blockchain ecosystems are offering.

Chapter 23 takes a contrary view and discusses reflections of digitalization on
accounting: the effects of Industry 4.0 on financial statements and financial ratios.
This chapter aims to provide an assessment of the implementation outcome of the
digitalization process and provides an in-depth understanding of the financial impact
of Industry 4.0.

Chapter 24 examines the position of dark factories from an Industry 4.0 perspec-
tive with its effects on cost accounting and managerial accounting. The aim of the
study was to investigate the Industry 4.0 effects on cost and management accounting.
Within the scope of this study, the roles of cost and management accounting in dark
factories, which have the potential to become the production business of the future,
were discussed. This study suggested that the existing accounting perspective should
be changed. As a result of completed studies, various suggestions in accordance with
Industry 4.0 have been put forward to reduce human error and wastage, better
manage time, increase production capacity and quality, reduce costs, and provide a
competitive advantage.

Chapter 25 evaluates the cybercrime economy via MCDM and decision tree
approaches with the case of Zonguldak. This study aims to evaluate the relations/
determiners of CA damages and information technology (IT) investments to firms’
economics and present the findings to the researchers/decision makers.

Chapter 26 draws a comprehensive framework of copyright and intellectual
property in digital business with the issue of protection and retrieval of investment
in intellectual creation. The aim of this chapter will be to explicate about copyright in
digital business. The study begins with highlighting the overview of copyright law
and digital business scenario. The chapter further scrutinizes the issues and chal-
lenges associated with the copyright in digital business.

Chapter 27 draws attention on the state of the art in blockchain research (2013—
2018) with the scientometrics of the related papers in Web of Science and Scopus.
The objective of this chapter is to present the current trends, statistics, and relation-
ships from the growing body of literature on blockchain technology. This research is
supported by scientometrics, which is the methodology used to analyze data
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extracted from online scientific databases to obtain the major trends, research
agendas, demographics, particular metrics, and networks and understand leading
topics. This research is based on papers published in the Web of Science (WoS) and
Scopus databases between 2013 and 2018. The intent of this research is to shed light
on the holistic view of blockchain literature and to support the researchers and
practitioners in this field.

Chapter 28 assesses blockchain-based smart contract applications in the tourism
industry. The main aim of the study is to design the bases of the blockchain system
and the creation of smart contracts and to generate a new blockchain in the financial
payment system. In the scope of the study, the technology under the blockchain
system and smart contracts were examined. In light of the information obtained, a
reliable, transparent, accountable simplified blockchain data structure as a result of
intensive use of data and goods can be used in smart contracts in the financial
payment system in tourism enterprises.

Chapter 29 analyzes Bitcoin jumps and speculations finding empirical evidence
from high-frequency data. The aim of this chapter is to investigate the relationship
between the jump dynamics of Bitcoin prices and the speculations by using high-
frequency data. Prof. Yalaman measures the significance of the jumps using Huang
and Tauchen (2005) nonparametric test and Google’s Trends statistics for the
measurements of the speculation. The results show that there is a discrete jump in
the Bitcoin price around speculations and the futures contracts do not have any
significant effect on this relationship, but notably after the launch of the futures
contract, the speculations have a much higher significant effect on the Bitcoin jumps.

Chapter 30 develops an institutional and practical approach to taxing the
“Un”Taxed digital economy with a focus on India while decoding the outsourced
holding company model. The chapter presents a theoretical model to show how
liberal tax laws have always been attractive for shifting profits. In this background,
the chapter discusses the outsourced holding company model of tax avoidance used
by digital business platforms like Flipkart with a special focus on India and hence
decoding the tax design that can be operationalized by the fiscal authority to ensure
increased tax revenues from digital value creation under such a case.

This book gathers colleagues and professionals across the globe from multicul-
tural communities to design and implement innovative practices for the entire global
society of business, economics, and finance. The authors of the chapters in this
premier reference book developed a new approach to transformational change in
business operations in the digital era with an elaborate understanding of digital
business strategies on the basis of the blockchain ecosystem.

Finally, distinguished authors and professionals contributed to the success of
existing literature with their theoretical and empirical studies in this novel book.

Ibn Haldun University Umit Hacioglu
Istanbul, Turkey
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Chapter 1 ®)
Transformation of Business Model e
in Finance Sector with Artificial Intelligence

and Robotic Process Automation

Ilker Met, Deniz Kabukcu, Gokce Uzunogullari, Umit Soyalp,
and Tugay Dakdevir

Abstract Organizations operating in this fast pace era must have a dynamic struc-
ture to be competitive in a volatile business environment both inside and outside.
Automation and data are driving fundamental changes in our daily lives and in the
way of doing business. In this respect transforming business processes call upon the
technological advancements of two rising technologies of today: artificial intelli-
gence and robotic process operations in finance sector is analysed in terms of their
ability of business models in digital age. These two emerging technologies will lead
to a transformation in the customer service model and internal operation processes in
finance sector with current and future potential impacts. The institutions should
prepare their business models and employees for this future in order to turn this
development into an opportunity. In this study, it is evaluated that how financial
institutions should change their business models in order to benefit from these two
developments and a use-case of a bank has been shared.

1.1 Introduction

When history of humankind and its transformation is considered, the point of
convergence among social theorists is the economic and technological developments
throughout the world. After hunter gatherers and feudal societies, the driving motive
begins with the endeavour of getting a big slice of the cake, which is industrialization
period. There is quite an amount of knowledge about the industrialization stories of
developed countries who occupy a big space in the history of technology that ignited
industry 4.0 too. According to Levy’s anthropological spaces (Lévy & Bononno,
1997) since 1980’s we are living in knowledge space after territorial and commodity
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Fig. 1.1 The evolution of work over 250 years (https://www.investmentbank.barclays.com/con
tent/dam/barclaysmicrosites/ibpublic/documents/our-insights/Robots-at-the-gate/Barclays-Impact-
Series-3-Robots_at_the_Gate-3MB.pdf, 2018)

spaces. In parallel, Kitchin (2014) explains four paradigms of science through four
paradigm shifters; experience, theory, computer science and big data. According to
him, before renaissance there was natural phenomena that is experimental science,
empiricism, before computer technology there was science modelling and general-
ization, before big data there was computational science simulation of complex
phenomena and by now fourth paradigm of science is exploratory science and that
is through data intensive methods, statistical exploration and predictive modeling
(Fig. 1.1).

“The illiterate of 21st century will not be those who cannot read and write, but
those who cannot learn, unlearn, and relearn” (Toffler, Hyman, Abels, Abels, &
Richmond, 1970). The dilemma is that easiest to learn and easiest to execute, is also
the skills that are easiest to digitize, automate and outsource according to OECD
Center for Educational Research and Innovation (OECD, 2017). The hidden agenda
of capability to adapt change in organizations is precious since continually evolving
learning capability of a business is not easy to understand, codify and replicate.
Therefore, the absorptive capacity of organizations becomes more of an issue in
building the dynamic capabilities in terms of the firm’s changing technologic and
strategic environment. When the firm’s potential and realized capacity is distin-
guished, the firm’s potential and realized capacities can differentially influence the
creation and sustenance of its competitive advantage by advancing a model outlining
the conditions (Zahra and George, 2002).

Today’s on-demand economy, data analytics is extremely powerful tool to push
digitalization in to work. Information technology systems, customers, ecosystems
and things of the organization form the digital infrastructure to build up business in
terms of processes and decisions. Therefore, business outcomes rely heavily on
digital context where Buckminster Fuller claims in information doubling curve
that, until eighteenth century human knowledge doubled almost in every century
(Fuller & Kuromiya, 1981). By the mid of eighteenth century, knowledge was
doubling in every 25 years. Today on average human knowledge is doubling in
approximately 1 year. In near future knowledge doubling is estimated by IBM to be
in every 12-h (Schilling, 2013). Data is driving fundamental changes in our daily
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lives and in the way of doing business. The ability to make easy data-driven
decisions is becoming vital in the way that we all live and work which should be
the same way that businesses provide services.

The pace of technological change introduces sophisticated, data-driven
approaches to engage the strategic business objectives. The challenge of adapting
continually to changing business world is to adapt ongoing business models
according to environment, “The art” of today’s management concept. According
to Gartner, strategic goals of information technology leaders are to embrace growth,
not only cost reduction (Gartner IXPO Symposium 2018) inferring that technology
is not only a supportive player in organizations but also a strategic tool for adapting
change that makes significant contribution to business value.

New technologies are to absorb for evolving and interacting the future business
and survival. The automation process, which began in the 1900s, was replaced by
digitalization. How the institutions that failed to adapt to this situation in the 1900s
had to undergo transformation, today the institutions that cannot digitize their
processes will not be sustainable.

Digitalization processes will cause major transformations, especially in business
models of financial institutions. This article focuses on transforming business pro-
cesses call upon the technological advancements of two: artificial intelligence and
robotic process operations in finance sector.

1.2 The Effect of Digital Technologies on Customer
Behaviors

Consumer behavior; can be defined as a processes that include decisions about the
selection, purchase, use and disposal of products and services in order to meet the
wishes and needs of individuals or groups. There are many factors that affect
cultural, social, personal and psychological factors in consumer behavior. In the
digital age, technology has a major impact on behavior by influencing these factors.

Nowadays, people quickly adopt the technology that has started to use digital and
mobile in a more dynamic way than ever before. Consumers are now investigating
products and services in detail, while sharing their purchase methods and experi-
ences after purchase. The behavior of the consumerist society is changing with the
unlimited communication provided by digital.

Technologies such as social networks, mobile computing, artificial intelligence
and analytics, cloud computing, VR-AR, chatbots create changes for both con-
sumers and companies. Customers now expect unlimited communication from
businesses and expect more responsibility from companies in purchasing services
and products. Increased comfort with technology and high utilization of online
channels feed this change faster.

Digitalization has also changed the way consumers interact with financial pro-
viders. In traditional methods, face-to-face communication has created many differ-
ent channels with the development of technology. In addition to digital channels
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such as telephony, ATM, kiosks, internet and mobile, now instant financial services
are provided that is supported by virtual assistants assisted through artificial intelli-
gence and make the customer journey perfect.

The digital age allows firms to identify the strengths of solving problems that
arise in customer journey, and to proactively address complaints and potentially
even before they occur. For example, widespread adoption of social platforms makes
services and products increasingly transparent. Nowadays, a customer is able to
share its bad experiences with hundreds of potential customers instantly and the
effect can spread to millions of people by clicking a button. The impact of this digital
ascent does not only punish a company for poor services. Through positive messages
from satisfied customers, a company adds value to its reputation for good service or
excellent products.

1.3 What Is Artificial Intelligence (AI) and Historical
Development of AI

By the early twentieth century, science fiction scenes become reality. Everything
started with the question whether the machines could think. The term artificial
intelligence was used by John McCarthy, who is accepted by majority as father of
Al at a conference in 1956 for the first time. Hence the studies on the possibility of
thinking and understanding of machines have been started since then. Artificial
Intelligence (AI) is simply and strikingly defined as; “It is the science and engineer-
ing of making intelligent machines, especially intelligent computer programs. It is
related to the similar task of using computers to understand human intelligence, but
Al does not have to confine itself to methods that are biologically observable.”
(McCarthy, 1998).

By the mid of the century, Al gained a new dimension that Alan Turing intro-
duced the mathematical existence of intelligence, the algorithms. The foundations of
machine learning started to come into being.

The first artificial intelligence studies were conducted in the 1950s focused on
issues such as problem solving and symbolic methods. In the 1960s, scientists
worked on algorithms to solve math problems and brain teasers. In the late 1960s,
under the influence of the Cold War computer science started train computers to
generate human intelligence through machine learning and gave efforts on the
development of machine learning in robots by the support of US Department of
Defense. For instance, the Defense Advanced Research Projects Agency (DARPA)
completed street mapping projects in the 1970s. The first “intelligent” humanoid
robot, WABOT-1, was built in 1972 in Japan.

Despite the large-scale global effort and researches on the development of
artificial intelligence starting from the 1970s, continued for a while and slowed
down due to the inadequacy of computer scientists to obtain data and computers to
process data. Inadequate results in this period; governments and companies have
also reduced their faith in Al as it is today for blockchain technology that is
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represented in disillusionment through of Gartner’s 2018 hype-cycle for emerging
technologies. Thus, from the mid-1970s to the mid-1990s, there was a serious
financial shortage for Al research which known as “Al Winters”.

The 1990s were the beginning of a new era for artificial intelligence. Intelligence
games were striking as a good experimental field for artificial intelligence and
algorithm development.

Beginning with the emergence of artificial intelligence against human games like
chess which has always been closely linked with the intelligence, a concrete struggle
from the intellectual dimension has been a turning point in the history of artificial
intelligence. In 1997, the victory of world chess champion Garry Kasparov against
IBM’s artificial intelligence program, Deep Blue, is one of the most important steps
in the history of artificial intelligence.

Next step was the age of artificial intelligence that challenges human intelligence
through new games. In the 2000s; Watson’s, the supercomputer developed by IBM,
has gained a triumph at the Quiz of Risk, and has made a great impression on daily
lives peoples. Then, AlphaGo, developed by DeepMind, that is a Google Artificial
Intelligence company, was the first program to beat a world champion of “Go” game
in 2016, and was one of the best examples of artificial intelligence that convergence
on human intelligence.

The vast amount of Al implementations we have been witnessed from playing
chess with computers to self-driving cars, deep learning and natural language
processing were the tools of training for computers to perform certain tasks by
processing large amounts of data and recognizing patterns in the data.

Machine learning is one step further of Al that enables machines to learn from
experience, adapt to new inputs, and do human-like work. Machine learning is a data
analysis method that automates analytical model creation. It is a branch of artificial
intelligence based on the idea that systems can learn from data and defined patterns
to make decisions with the least human intervention.

The types of artificial intelligence algorithms and the types of these algorithms
that interact with human life over the years are classified as supervised learning,
unsupervised learning and reinforcement learning. Speech recognition, weather
forecasting, recommendation engines, robotics and autonomous vehicles are respec-
tively some of the signs in Al evolution.

The further step of machine learning is deep learning. Today, Al is in the phase of
deep learning which is a kind of machine learning that trains human fulfillment
functions such as image identification, comprehension or forecasting. Instead of
editing the data that will work with predefined equations, deep learning creates the
basic parameters of the data and educates the computer on its own by recognizing
patterns using many processing layers.

In that sense deep learning is used to classify images, recognize conversations,
identify objects, and identify content. Today’s virtual assistants (systems such as Siri
and Cortana) are partially supported and learned in depth.

Artificial intelligence continues to be a developing technology that can revolu-
tionize all industries and cause a paradigm-shift in innovation spectrum. Deployment
of artificial intelligence in organizations provides drastic reduce in hard-working
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hours that leads dramatic reduce in labor costs, create new and fertile in formation
clusters, discover new models of industrial algorithms, and build models of fore-
casting from data to drive actionable insights.

Over the last 5 years, there have been developments beyond the predictions of
Artificial Intelligence and advanced machine learning. Today, artificial intelligence
systems offer different solutions in many different sectors. Health, Customer Ser-
vices, Banking, Automotive, Security, Insurance are the leading sectors in these
sectors. Therefore all sector businesses need to develop new strategies to gain
advantage in the market to dominate and to remain competitive amongst rivals.

Milestones to adapt change and be a game-changer can be summarized as
follows:

e Development of information network,

» Establishment of cost effective infrastructures,

* Cloud solutions in data storage,

e Ability to integrate processes (IoT sensors, wearable devices, mobile devices,
etc.),

* Rapid development of algorithms (deep learning, simulations, natural language
processing, etc.).

1.4 What Is Robotic Process Automation (RPA)
and Historical Development of RPA

Automation is transformative for businesses in terms of velocity of operations, cost
reduction, shifts customer experience while save time for employees to self improve-
ment and value added customer oriented activities.

The development of automation capability started with Enterprise Resource
Planning (ERP) systems in the 1970s. ERP systems have a structure that is based
on changing the processes on existing applications. Since it is costly to change
infrastructure and the implementation, in following 10 years businesses shift to
Business Process Management systems. But, BPM’s software is limited to API
integrations that push business professionals to define new processes on existing
processes (Fig. 1.2).

The concept of Robotic Process Automation, which is more of an issue today,
was invented by Blue Prism in 2012, developed from an automation consultancy for
banks and financial services companies. In this respect, the last phase of the
automation wave, Robotic Process Automation, has been the focus of creating
digital workforce for all industries in the recent years.

Robotic Process Automation (RPA) is a kind of software that generates the steps
in performing by a person in the process. Robots are programmed to do faster, more
accurate and continuous/repetitive tasks than humans.

It works by recording the same processes as human beings with RPA technology
and applying them by the process boots. In this process, there is no need for process
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Fig. 1.2 The evolution of process automation technology (https://www.lateetud.com/the-evolu
tion-of-process-automation-technology Web. 29 January 2019)

and substructural change through existing user interfaces. Since RPA uses existing
applications in the process, integration into any system is not necessary.
We can list the basic processing capabilities of RPA as follows;

* Information gathering, sorting and verification,

» Synthesis and analysis of structured and unstructured data
e Saving and transferring information and data

» Calculation

¢ Communicating and supporting users and customers

* Monitoring, detection and reporting

Robot technologies are easily used in sectors where rule based, repetitive and
structured data inputs are mature in workflows. Financial sectors are the most
important of these sectors.

Activities of Banks, Insurance Companies and other financial service institutions;
has strict regulations on transparency, security, data quality and operational flexi-
bility. In this sense, RPA plays an important role in meeting the needs of modern
banks such as speed, quality and low cost.

It has both financial and non-financial advantages as it is consistent and error-free
in operations performed by the robot. According to an Accenture study (Accenture:
Robotic Process Automation, 2019) on what processes are relevant for robotic
process automation in companies are accounted as;

* Average 80% reduction in costs

* High quality output free of human errors

* Up to 80-90% time saving in standard jobs

* Fast Integrations (without the need for large projects)
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Fig. 1.3 “RPA-past and future” (https://www.kofax.com/Blog/2018/august/robotic-process-auto
mation-rpa-past-present-and-future Web. 29 January 2019)

The predictions of Gartner for 2018 are realized 80% that the company catego-
rized the development of Robotic Process Automation as an “early acceptance
stage”. It also foresees that this acceptance process will continue until 2020 for a
mature life cycle where many organizations develop rational strategies of adaptation
with the interest of many organizations becoming rational.

Twenty-First century; virtual workforce; the robots represent the human muscle
power, and the intelligence that is the generic-for human intelligence. Thus, it is
possible that an integrated human prototype will carry automation into the future.

While robots are involved in repetitive and data-related tasks, people will be
involved in more complex value added tasks and insights to take actions and make
decision-making (Fig. 1.3).

Vice President of KOFAX, Russ Gould; envisions that in the future of automa-
tion, it will reach the highest level of thinking and similar behavior with Intelligent
RPA and True Cognitive RPA period while emphasising the benefits of current RPA
technology such as operational quality, velocity and cost of production in
organizations.

In order to have deeper understanding the ability of these technologies to trans-
form our daily lives and eventually the business habitat, their effects on business
model transformation and internal process transformation will be discussed in detail.
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1.5 How Will AI and RPA Effect Financial Institutions?
Use Cases of AI and RPA for Financial Institutions

Artificial intelligence and robotic process automation have a very important role in
the transformation of business models of financial institutions. These technologies
will provide significant transformations both in customer processes and internal
processes of institutions.

1.5.1 Customer Service Model

Artificial Intelligence, it is more effective in the digital world. The sectors that want
to realize business transformation through technology innovation should not ignore
the effect of artificial intelligence. It should be kept in mind that artificial intelligence
and Robotic Process Automation are able to automate or enhance human activities,
that the customer experience and the transformation of companies will be more
effective and actionable.

In researches conducted, firms state that they are integrating or will be integrating
Artificial Intelligence technology into their existing systems in customer engagement
applications.

According to Gartner’s research, all three categories of applications for such
integrations are related to customer interactions (Fig. 1.4).

One in three organizations they surveyed said they will link AI to customer
engagement applications. Three in ten said they will integrate Al into call center
service and support. One in four said they will integrate Al into digital marketing
(Walker, Andrews, & Cearley, 2018).

In the processes where the customer is located, artificial intelligence and robotic
automation technologies are developing rapidly. In customer processes, firms should
always keep their agenda on the ability of artificial intelligence to use their
capabilities.

1.5.1.1 Sales and Marketing Processes

The effect of artificial intelligence and robotic process automation technology on
customer processes is undeniable. In the finance sector, artificial intelligence and
RPA technology are spreading in sales and marketing areas in order to maximize the
communication with the customer, to be always with the customer and to provide an
excellent customer experience. In customer relationship management, the finance
sector also benefits from Al while changing customer service models. The transfor-
mation of the customer service model with artificial intelligence and RPA in the
financial sector will be inevitable. Those who make this transformation fast will have
a competitive advantage.
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Fig. 1.4 “Gartner’s research circle Al survey results breakdown” (“Top 10 strategic technology
trends for 2018: Al Foundation.” M. Walker, W. Andrews, D. Cearley. Gartner Published: 2018,
ID: G00345512)

The most important factor by marketing and sales teams is to understand cus-
tomer behavior and getting to know the customer. In the past, the face-to-face
communication could only analyze the current situation of the customer and not
comment on their future behavior. A social analysis was tried to be done with the
questionnaires. In the digital age, a lot of data is obtained about customers who
interact with many channels. This is exactly what marketing and sales teams need.
Now customers can be recognized and offered an excellent customer experience.
However, this may be possible by making the data obtained meaningful. With
artificial intelligence analytics, customer data becomes meaningful; customers can
be evaluated personally, customer needs can be correctly identified and real-time
campaigns can be offered for each customer; instant decision support systems can be
created; will be of great support to companies in offering products and services.

When we look at examples in the financial sector, artificial intelligence and RPA
are used in marketing and sales areas:

— By creating customer data platforms (CDPs), a holistic view of the customer can
be provided. Customer data is collected from different sources, and identity,
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behavior, purchase and demographics are combined in a single record. And thus
the customer can be optimized by providing more detailed segments.

— By analyzing customer’s movements, real-time campaign management can pro-
vide the right product to the customer. In fact, the needs of a future date can be
determined and the customer can be directed.

— Virtual personal financial advice can be offered to customers. Clients can be
provided with artificially intelligence virtual assistants with information to help
them manage their personal expenses and assess their savings.

— Customer efficiency and risk can be analyzed by artificial intelligence models and
dynamic pricing can be offered to each customer in services and financial
products to be used.

— Analysis of past behaviors of customers and artificial intelligence-assisted deci-
sion support systems and early warning signals can be generated.

— Real-time operations can be used in estimation and modeling and fraud detection.

— With artificial intelligence and RPA, tasks can be automated. It is the use of
intelligent dial-up that can summarize contract data—intelligent technology takes
structured and unstructured data, extracts relevant key items from contracts,
needs attention, reduces the amount of text to read, and allows employees to
focus their time on the relevant items (Garner: Hype Cycle for Artificial Intelli-
gence, 2018).

— It can be ensured that the transactions can be made by RPA by conducting
financial transactions of the client via chatbotlar and social media channels and
forwarding the instructions through virtual assistant.

— Physical channels, such as branches and ATMs, can be analyzed using IoT
technology. Customers in the environment can be analyzed to show the appro-
priate ads or densities can be directed.

By creating end-to-end digital processes with artificial intelligence and RPA, an
excellent customer experience can be created for the customer.

1.5.1.2 Digital Channels and Customer Services

Companies in the financial sector have developed a number of channels to reach
customers. Through marketing and sales activities, they have continuously increased
their communication with the customer. In the digital age, they benefit from destruc-
tive technologies, especially artificial intelligence and RPA. Companies are trying
every way to reach customers at the right time. In today’s world, customers expect
unlimited responsibility and accessibility from companies. In other words, cus-
tomers want to receive and perform their services whenever and wherever they
need, and expect immediate solutions to their problems, that is called on-demand
economy. In this respect, alternative channels such as ATM, telephone, kiosk,
internet and mobile etc. have been developed, call and contact centers have been
designed according to new technologies. For this reason, with artificial intelligence,
existing channels are redesigned to maximize customer experience. In artificial
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intelligence technology, chatbot and personal virtual assistants are the most common
applications in companies that want to improve their natural language processing
and comprehension and to develop their digital channels. VCAs are an area of strong
interest as they are now being deployed in mobile apps, websites, customer self-
service portals, peer-to-peer communities, consumer messaging apps and kiosks
(Thompson et al., 2018).

Chatbot and Personal Virtual Assistants are constantly evolving and are now
integrated not only with communication but also with back systems. Now they have
gained the ability to act on behalf of customers. Today, their requests and problems
can be answered with artificial intelligence instantaneously.

Companies also use chatbot and personal virtual assistant applications not only
on their own channels but also on messaging platforms such as Facebook Messen-
ger, WhatsApp, WeChat and LINE. Thus, they started to use them as channels and
they were able to communicate with customers through social media.

With the influence of artificial intelligence in the digital age, call centers are
entering a rapid transformation and people are replaced by bots (Fig. 1.5).

With the help of virtual assistants and chatbots, the financial sector has entered
into a major transformation in customer service by communicating with users via
text or voice in natural language through all channels and even social communica-
tion platforms.

Changes Ahead in Customer Engagement

2017 2022

Agent
interaction
15%

Customer Agent assisted
interaction self-sirwce self-service
52% 48% 21%
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self-service
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ID: 329642 © 2017 Gartner, Inc.

Fig. 1.5 “Customer service interactions, 2017 and 2022” (“Al will enable omnichannel to evolve
into a postchannel customer experience.” Maoz M. Gartner Published: 2017, ID: G00329642)
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1.5.2 Back-Office Processes

Back-office is the function that fulfills the operational processes supporting the sales
processes in financial institutions. Labor costs in operational costs are important.
Therefore, efficient operation of back-offices in financial institutions provides sig-
nificant competitive advantage. Back-offices have always been an important center
for the transformation of financial institutions. Fast and error-free operation is very
important for customer satisfaction and loyalty. Efforts to perform error-free and fast
transactions with low costs have been an important priority of the financial sector.
Back-office operations often involve repetitive, non-decision-making processes or
very simple decisions. These processes are the easiest to automate as they are
frequently repetitive standard processes. Robotic Process automation is expected
to affect back-office processes in the finance sector. Financial institutions standard-
ize the back office processes and collect them under Operation Centers to make them
more efficient. Now, they have the chance to destroy these centralized operational
processes with the applications of automation and artificial intelligence. In accor-
dance with the instructions of the customers/branches, the remittance transactions,
tax payments, bill payments etc. can now be carried out by digital workers without
the need for a real employee.

Processes can be automated by integrating with artificial intelligence in the
processes that need to make simple decisions.

In finance and accounting, adoption of RPA several use cases exist, including:

— Collecting through email/spreadsheets and posting entries into a centralized
general ledger.

— Processing all data required for intercompany transfers that may be within a
single general

— Ledger (GL) or extend beyond multiple GLs.

— Routing of invoice data through PDFs and then rekeying invoice data from an
accounts payable tool or a central invoice repository into accounts payable
systems of record.

— Supporting order entry processes, including order taking, customer credit
checking, stock checking for parts to fulfill orders and pricing calculations.

— Collecting data from the enterprise as part of the financial close process before
entering it into a financial close business application.

— Collecting operational and financial plan data from enterprise sources, collating
it, combining it and processing it offline before it is entered into a financial
planning and analysis system.

— Checking if vendors are already listed in the vendor master file, and adding them
if they are not in the file.

Here are some examples of where RPA and financial close solutions can be used:

— Extracting data from bank statements into reconciliation management templates.
— Gathering journal entry details from emailed spreadsheets to prepopulate journal
entry routing solutions or core-financials-based journal entry screens.
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— Collecting nonfinancial system metrics, PDFs/backup details and input for dis-
closure solutions.

— Automating the email confirmation process when needed across the financial
close cycle.

— Comparing account balances when a separate reconciliation management solu-
tion (business application) is not used.

— Automating the manual processes needed to prepare input for intercompany
transfer processes and solutions.

— Uploading bank account balances from bank systems to treasury systems and
placing the data in a format the treasury system can process. Much of this is still
manual today.

— Distribute treasury system reports to local finance personnel to communicate
balances.

As a result of these developments, back office/operation centers will be reduced,
technology-intensive processes will enable more efficient and low cost operation.

1.5.3 IT Function

The role of IT function is changing after integration of automation applications and
integration with organizational processes.

There is no need to know programming to develop process through these
applications. Application interfaces are designated to design the process without
the need to do software. RPA is lightweight IT that benefits from business-IT
cooperation (Willcocks, Lacity, & Craig, 2015).

Behind the scenes, IT functions are devoting anything between 30 and 70% of
their effort and cost on maintaining existing legacy systems (Willcocks et al., 2015).
With automation applications, maintenance work on the IT function is expected to
decrease. Robotic Process Automation Applications use the existing systems and
infrastructures, thus reducing the need for the IT function in the automation needs of
business units and thus the pressure of business units on this function. Thus, the IT
function can focus on different jobs with high business value. Business units will
also not have to wait for restricted IT resources to meet development requirements.

1.5.4 Problem Management Processes

Institutions can transform the platforms where employees communicate their daily
problems and offer solutions by artificial intelligence and robotic process automation
integration. Virtual assistants often used in customer service processes in the finan-
cial sector can play an important role in solving internal problems. By 2020, one in
five white-collar workers will use a virtual employee assistant (Searle, 2018)
(Fig. 1.6).
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Impacts Top Recommendations

= Buy or build virtual assistants to improve staff

Virtual assistants will reshape productivity. Determine use cases to benefit
employee experience by democratizing specific employee groups — such as task
access to complex enterprise systems. delegation, information queries or automating

customer interactions.

Create a pilot project that leverages an
immersive experience to provide a more
engaging way to deliver tasks such as employee
training and collaboration.

Immersive experiences will provide
more meaningful ways for employees
to perceive the digital workplace.

Identify specific opportunities where robots
can augment business processes. Leverage
robotics as a service to trial robot use to
improve productivity.

Robots will offer new opportunities to
replace or augment work and create
new efficiencies.

ID: 348690

Fig. 1.6 “Impacts and top recommendations for CIOs assessing the impact of virtual assistants,
immersive experiences and robots on their digital workplace” (Gartner, How virtual assistants,
immersive experiences and robots will impact your organization, 2019)

Virtual Assistants Are Reshaping the Employee Experience by Democratizing
Access to Complex Enterprise Systems (Searle, 2018).

A virtual assistant can be created for employees with an integrated chat-bot
application. Virtual assistants contribute to increasing productivity by providing
quick solutions to employees’ problems.

— Learned solutions can be presented by understanding the daily problems faced by
employees with virtual assistants.

— With the integration of robotic process automation application, virtual assistants
can perform simple tasks (password renewal, meeting planning etc.) on behalf of
people.

— Meeting planning, meeting invitations, meeting room can be booked with virtual
assistants.

1.5.5 Fraud Processes

Fraud management has become one of the basic functions for banks. It is possible to
create effective solutions with the integration of artificial intelligence and robotic
process in performing this function.

According to the 2018 Gartner CIO Survey, one in three CIOs are actively
planning an Al project, which is one of the highest among all the industries. CIOs
in banking and investment services are using fraud analysis on:

e Transactional data (41%)

* Marketing department customer segmentation (24%)

e (Call center virtual customer assistants (13%)

¢ Sentiment analysis or other opinion-mining analysis (12%)
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* Al-based applications for virtual personal assistants (9%)
* HR applications, such as resume screening (7%)
e Anomaly or fraud detection on Internet of Things (IoT) data (5%)

Banks using artificial intelligence in fraud processes;

* With natural language processing (NLP); integrate unstructured data sources into
their scenarios.

» With social media listening; classify real-time events and discover critical events.

* Design effective scenarios by machine learning.

Banks using robotic automation integrated with artificial intelligence in fraud
processes;

* They can make necessary notifications with robotic software.
» Fast action (blocking, card cancellation, etc.) can do with robotic software.

1.5.6 Cyber Security Processes

With advances in technology, cybercrime also tends to increase. Cyber infrastruc-
tures are very vulnerable to intrusions and other threats. Physical devices such as
sensors and detectors are not sufficient to monitor and protect these infrastructures.
Therefore, more complex systems/models that can model normal behaviors and
detect abnormal behavior are needed. These cyber-defense systems need to be
flexible, adaptable and robust and capable of detecting a wide variety of threats
and making smart real-time decisions. Traditional fixed algorithms have become
ineffective in combating dynamically evolving cyberattacks. Therefore, we need
innovative approaches such as the application of Artificial Intelligence (AI) methods
that provide flexibility and learning ability to software that will help people in the
fight against cybercrime (Dilek, Cakir, & Aydin, 2015).

1.5.7 Human Resources

The gaining value of use of information by means of new meaning has brought both
social transformation and change and has been accepted as the precursor of every
new age. Although there are many factors that enable the transformation from
agriculture to industrial society, from industrial society to information society, the
role of human and its knowledge in the basis of this transformation and its realization
comes to the fore (Beytekin, Yalginkaya, Dogan, & Karakog, 2010). While artificial
intelligence and automation deeply affect our business processes and the way we do
business, the skills of the employees need to be developed in this direction.
Artificial intelligence and robotic process automation have entered our lives as an
important development area that will change the business model of finance sector.



1 Transformation of Business Model in Finance Sector with Artificial. . . 19

According to 77% of CIO and business leaders, within 10 years, the knowledge
and skills in our organization will have little similarity to what we have today
(Morello, 2016).

According to the World Economic Forum’s Future of Jobs 2018 report, artificial
intelligence is among the first four important advantages that will positively affect
growth in the period of 2018-2022. According to the same report, the processes
carried out by robots/robotic processes by 2025 will exceed the working hours of
people working hours are specified. With these developments, the new roles that will
be needed in the organizations will emerge and some of the roles will be eliminated.
Some knowledge workers will step up to even higher levels of cognition; others will
step aside and draw on forms of intelligence that machines lack. Some will step in,
monitoring and adjusting computers’ decision making; others will step narrowly into
highly specialized realms of expertise. Inevitably, some will step forward by creating
next-generation machines and finding new ways for them to augment human
strengths. With an augmentation mindset, knowledge workers will come to see
smart machines as partners and collaborators in creative problem solving (Davenport
& Kirby, 2015) (Table 1.1).

While the artificial intelligence and robotic processes are integrated into the
business processes, the share of automation and algorithms is constantly increasing
in the execution of the work carried out, and this situation makes great changes in the
labor markets. Algorithms and robotic software continue to grow without the need
for people to play a role. This situation reveals the necessity of people to have new
skills in the future. The institutions and individuals taking action to identify and
develop talent deficits will gain competitive advantage in this process.

According to the World Economic Forum’s Future of Jobs 2018 Report, between
2018 and 2022, companies expect a significant change in the shares of people and
machines allocation in existing jobs. In the 12 sectors that is surveyed in the report,
have average of 71% total working hours are carried out by employees and 29% by
machines. By 2022, the rate of work carried out by machines is expected to increase
to 42%. With the increase in the number of jobs performed by automations and
algorithms, employees will be given the task of developing new automation pro-
cesses and algorithms. Therefore, new capabilities will be revealed and required to
develop. Analytical thinking and innovation skills continue to stand out until 2022.

In addition, skills in technology management such as technology design and
programming; ‘human’ skills such as creativity, authenticity and initiative, critical
thinking, flexibility, complex problem solving, persuasion and negotiation, emo-
tional intelligence will maintain or enhance their values (Table 1.2).

In the future, many jobs will be replaced by integrated artificial intelligence and
robots/robot software. They will be capable of doing many jobs of today’s human
workforce that employee tasks will be naturally eliminated eventually. New skills
and skills should not be missed today. In the information works, the strategy that will
work in the long term for both the employer and the employee is to see the machines
as partner and support force. You can eliminate the threat of automation by
highlighting the supplements, transforming the race with the machines into a relay
race rather than a depot (Davenport & Kirby, 2015).
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Table 1.1 Examples of stable, new and redundant roles, all industries

Redundant roles

Stable roles

New roles

Data Entry Clerks

Managing Directors and Chief
Executives

Data Analysts and Scientists

Accounting, Bookkeeping
and Payroll Clerks

General and Operations
Managers

Al and Machine Learning
Specialists

Administrative and Execu-
tive Secretaries

Software and Applications
Developers and Analysts

General and Operations
Managers

Assembly and Factory
Workers

Data Analysts and Scientists

Big Data Specialists

Client Information and Cus-
tomer Service Workers

Sales and Marketing
Professionals

Digital Transformation
Specialists

Business Services and
Administration Managers

Sales Representatives, Whole-
sale and Manufacturing, Tech-
nical and Scientific Products

Sales and Marketing
Professionals

Accountants and Auditors

Human Resources Specialists

New Technology Specialists

Material-Recording and
Stock-Keeping Clerks

Financial and Investment
Advisers

Organizational Development
Specialists

General and Operations
Managers

Database and Network
Professionals

Software and Applications
Developers and Analysts

Postal Service Clerks

Supply Chain and Logistics
Specialists

Information Technology
Services

Financial Analysts

Risk Management Specialists

Process Automation
Specialists

Cashiers and Ticket Clerks

Information Security Analysts

Innovation Professionals

Mechanics and Machinery
Repairers

Management and Organization
Analysts

Information Security Analysts

Telemarketers

Electrotechnology Engineers

Ecommerce and Social Media
Specialists

Electronics and Telecommu-
nications Installers and
Repairers

Organizational Development
Specialists

User Experience and Human-
Machine

Bank Tellers and Related
Clerks

Chemical Processing Plant
Operators

Interaction Designers

Car, Van and Motorcycle
Drivers

University and Higher Educa-
tion Teachers

Training and Development
Specialists

Sales and Purchasing Agents
and Brokers

Compliance Officers

Robotics Specialists and
Engineers

Door-To-Door Sales
Workers, News and Street
Vendors, and Related
Workers

Energy and Petroleum
Engineers

People and Culture Specialists

Statistical, Finance and
Insurance Clerks

Robotics Specialists and
Engineers

Client Information and Cus-
tomer Service Workers

Lawyers

Petroleum and Natural Gas
Refining Plant Operators

Service and Solutions
Designers

Digital Marketing and Strat-
egy Specialists

World Economic Forum’s Future of Jobs 2018 Report, 2018
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Table 1.2 Comparing skills demand, 2018 versus 2022, top ten

Today, 2018

Declining, 2022

Trending, 2022

Analytical thinking and
innovation

Manual dexterity, endurance and
precision

Analytical thinking and
innovation

Complex problem-solving

Memory, verbal, auditory and
spatial abilities

Active learning and learning
strategies

Critical thinking and analysis

Management of financial, mate-
rial resources

Creativity, originality and
initiative

Active learning and learning
strategies

Technology installation and
maintenance

Technology design and
programming

Creativity, originality and
initiative

Reading, writing, math and
active listening

Critical thinking and analysis

Attention to detail,
trustworthiness

Management of personnel

Complex problem-solving

Emotional intelligence

Quality control and safety
awareness

Leadership and social
influence

Reasoning, problem-solving
and ideation

Coordination and time
management

Emotional intelligence

Leadership and social
influence

Visual, auditory and speech
abilities

Reasoning, problem-solving
and ideation

Coordination and time
management

Technology use, monitoring and
control

Systems analysis and
evaluation

World Economic Forum’s Future of Jobs 2018 Report, 2018

1.6 Robotic Process Automation and Artificial Intelligent
Supported Transformation: A Financial Institution

Example

Our organization has been carrying out a transformation program which was started
about 7 years ago. We continuously improve our business processes to meet the
changing needs and expectations of our customers and to benefit from the opportu-
nities offered by technology. In line with the sustainable profitability objective,
continuous improvements are made in order to achieve sustainable efficiency in all
processes. For the last 2 years, we have been working on the integration of robotics
process automation and artificial intelligence into processes.

In order to ensure that people are focused on jobs with high added value, projects
carried out to reduce operations burden in the following fiction.

1.6.1 Simplification of Processes

Before starting the automation initiatives in our institution, we analyzed and simpli-
fied the processes with high number of transactions. For this, a team was created.
With this study, inactive processes that need to be terminated have been canceled.
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The processes that need to be simplified were determined and improvements were
made. A total of 3240 FTE’s were removed from the operational work.

1.6.2 Centralization of Operations

One way to remove operational jobs from branches is to centralize them. Thus,
instead of wasting time on these jobs in branches, it can allocate more time to its
customers and operational operations can be carried out more efficiently with expert
team in the center. With this awareness, by centralizing the operational transactions
in our branches, we achieved an operational savings of 2000 FTE’s.

1.6.3 Robotic Process Automation Integration

To carry out the centralized processes with the robotic process automation applica-
tion, in 2017 our research work on RPA started. Our aim was to perform simplified
and centralized operational processes with digital labor. For this purpose, firstly,
after the process of selecting the appropriate process automation application, appro-
priate processes were determined.

1.6.3.1 Establishment of the RPA Team Consisting of IT and Business
Teams

Before the process of purchasing an RPA application, we first brought together the
IT team with the experienced business unit team in the process design and improve-
ment. The team consisting of six people conducted a detailed survey of RPA
integration and identified a list of eligible products.

1.6.3.2 Product Selection

Our aim was to design the flow of business processes without the need for IT units on
RPA application. While searching for the appropriate product, we have chosen a
product that basically meets the following criteria:

There are many products offered as RPA application. But not all of them have the
same features. The most important step in the RPA integration process is to identify
the product that is needed.

¢ Receive simultaneous data from multiple systems
* Integrated and synchronous operation with a data capture application
e With the control room feature, you can plan according to the different rules
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» Can report transaction results effectively
e Can design flow without programming knowledge

1.6.3.3 Determination of Proper Processes

In order to get adequate support within the organization, we tried to determine the
processes in which we can get quick results. Therefore, we have started to work with
two types of processes which have financial outcomes resulting in overtime work
periodically. While working on proper planning, a scoring model consisting of the
following criteria was established to determine the appropriate processes throughout
the organization.

* Is the application testing environment?

 Is the entire process end-to-end run in the test environment of the application?

* Are users defined or appropriately authorized to use the application by the robot?

 Is there any use of Captcha in the process?

* Is there a return to the process for approval?

* Are there decisions made by a person in the process?

¢ Is there any document scanning, document loading process in the process?

* Does it need OCR?

* Are there an application/service to verify data read with OCR?

* Are the actions to be taken when the OCR reading fails/fails?

* Are there any actions to be taken by the robot in the event of errors during
operation?

¢ Are there screens on the relevant application side for monitoring?

* Does the current process need improvement?

Robotic process automation (RPA) technology; is the software that performs
routine work processes by simulating human and makes simple decisions. Some of
the most important advantages of Robotic process automation are as follows; there is
no need to make additional infrastructure investment since it uses existing systems, it
is able to work 24/7, it is faster than human in performing operations while
minimizing the risk and errors, it is enough to record the work that is done to
teach bots without the need to code. Together with these advances, we started to
implement RPA technology in our processes in order to utilize our employees in
value-added areas by saving them from mass and routine works. We begin with a
few processes, such as simple reporting that involves financial transactions to
implement RPA technology to our processes. Then we proceed with following
processes to be replaced by robotic process automation technology in our
organization.
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E-Notification Process

The Ministry of Treasury and Finance—Revenue Administration provides notifica-
tions regarding the company through web service. Before RPA, these documents
were downloaded and merged by employees to be sent to the related unit via our
in-house system. In this process, two employees were simply doing document
downloads and document mergers and forwarding them to the relevant service.
Today with RPA technology, this process has been automated in a very short time
and two people have been saved from doing this routine work.

Now, the robot log in the system with its own user name and password at certain
times downloads and combines the documents. The documents are automatically
transmitted by the robot to the corresponding unit after the documents have been
inserted into a suitable format. This routine work that is done by two employees is
now replaced by robotic process automation. It yields eight times more than the old
way of performing since it is faster and continuously operates.

Tax and Social Insurance Debt Collections

Our customers give instructions to our branches regarding the payment of taxes and
social insurance debts. Customer instructions are scanned by the branch and sent to
our Operation Center. The documents are read by the employees of Operation Center
and the information in the document is found with the eye and the relevant fields on
the screen are filled. The collection process is carried out on the system and the
transaction information is sent to the branch. These processes, which come inten-
sively on a periodic basis, reach ten thousand in some periodic days.

With the help of the process automation, the instructions that the customer sends
to the branch and sent to the Operations Center by the branch are processed with data
capture technology and the data is digitized. In this operation, only the required
fields on the document were exposing with getting the optical character recognition
(OCR). Thus a great speed was achieved here. Data digitized by data capture
technology, the relevant areas on the screen are entered by the robots in seconds
and customer debt is collected. Bot informs the branch that the customer’s tax and
social security debt has been collected. In addition, warning and control messages to
the real person user are no longer necessary, with the improvement and automation
of the process. The process has been digitalized by data capture technology and
automated by robotic process automation technology, both a great speed has been
achieved and the risk of error on persons has been eliminated (Fig. 1.7).

We are determined, in the near future, to complete the process by forwarding the
instructions of the customers directly to the robot with the help of artificial intelli-
gence assisted virtual assistant.
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Fig. 1.7 Previous and new processes of tax and social insurance operations

Fleet Traffic Insurance Policies

Fleet traffic insurance process; firms send us vehicle information with consolidated
excel document. Vehicle information is provided by our employees by entering the
fields on the screen one by one and insurance is provided for each vehicle. This long
and tiring process has been automated with robotic process automation. The docu-
ment is sent by e-mail and the process is started by the robot. Information about each
vehicle in Excel is quickly entered into the relevant fields on the insurance applica-
tion by the Robot and the insurance process is performed. The insurance process for
all vehicles is completed without stopping. With more than one robot, the insurance
of a fleet with hundreds of vehicles can be done within a few hours. This speed
offered to the customer provides a big increase in satisfaction level and makes the
business a reason for preference.

In our organization, routine and batch processes that could be included in the
robotic process automation project were determined and their gains were calculated.
We continue to work on foreclosures, check-notes, customer complaints/satisfaction
notifications, treasury operations and other insurance processes.
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1.6.4 Artificial Intelligence Integration

The last step of our automation journey is integrating artificial intelligence. Our
organization is endeavor artificial intelligence to become part of the transformation
through chat-bots. Chat-bots are used by many companies to answer questions of
their customers where the usage is hugely increasing. In a size like our organization,
it is considered that chat-bots can be positioned for the fast solution to the problems
of the employees within the organization. Therefore we developed an artificial
intelligence-based chat-bot application for internal problem management. Problems
encountered due to lack of software/hardware and information by employees during
the day are solved through the service desk application integrated into the main
banking application.

The number of calls made by the employees reaches 70,000 monthly on average.
All calls are evaluated by service desk employees, they are directed to the relevant
specialist unit and the expert unit solves the problem by writing a solution description or
talking to the user. The user expects this process to be able to answer the problems. In
addition, according to the call analytics, it is inferred that the majority of the calls made
by the users were not require any expertise, not caused by any technical problem. Major
call is done because of the lack of information which has been announced earlier or
notices were given according to newsfeed within the organization. Therefore, a solution
was then explored to prevent users from opening calls (Fig. 1.8).

Chat-bot applications are usually rule-based. In other words, the questions and
answers given to the user are defined in a platform and then the user is expected to
ask the closest similar question or to answer the question by understanding the
question from certain words.

Our artificial intelligence supported chat-bot is improved by two statistical
methods through Support Vector Machine approach. SVM can be defined as a
machine learning algorithm that analyzes data for classification and regression
analysis. It is also known as a controlled learning method by classifying data.

Our model includes banking dictionary that is developed in house. Thus, the level
of understanding and success of the model is increasing day by day.

Since the platform that we use will be able to analyze the existing records and
understand the questions asked by the users through doing text analysis from the
whole sentence structure, success rate is expected to reach 80%.

By the internal problem management platform, employees started to find solu-
tions quickly to the problems they face. Therefore we saved employee hour that is
spent on finding solution to internal problems to seconds which were prolonged to
days before chat-bot application.

Previously, a team of 30-employee met and answered the call records that the
employees had opened for their problems. There are 70 thousand call records per
month. It takes a certain amount of time to answer them. Because the chat-bot has
been learned from the existing data, the team of 30-employee is shrunk by 70% due
to the instantly given responses by in-house problem management platform. These
people have served in areas with high value.
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Fig. 1.8 Previous and new processes of problem management

It is expected at the end of the year, chat-bot will be available to be positioned to
our customers through different channels. Therefore, our customers’ daily banking
transactions are aimed to be provided by chat-bot support.

1.6.5 Recommendations for Robotic Process Automation
and Al Projects

Experience is such a valuable thing that cannot be learned from statistical analyses or
structured Manuals or documentations. We are living in a world that everything
becomes open since openness is the simplest way stimulating new ideas to be
created. Therefore, the lessons from our own experiences can be listed as follows;

* Be sure to evaluate your processes before you get into robotic process automa-
tion, complete simple improvements that will be improved and simplified

¢ Manage demand from business process owners. RPA should not be the default
answer. Calculate current costs for solutions that are presently in use and consider
which will be eliminated by the implementation of the RPA strategy.

* Robotic process automation should be considered as a digital workforce that
works 24/7. It is necessary to plan this period well in order to obtain continuous
efficiency. Make and track the daily work plans of your digital employees.

» Establish a central team to monitor your employees. This team should always
follow the results of the study and plan the daily work schedule.
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* Promote your RPA project well within the organization, ensuring that all units
benefit from the benefits. Thus, the process of determining the processes carried
out manually will be accelerated.

* Be prepared for the negative reactions of employees. The RPA can be seen as a
threat to the employees. Establish your communication correctly. Ensure that the
threat is not perceived as an opportunity. Inform your employees about how to
use automation and how RPA tools work.

* Monitor new automation trends continuously. RPA projects will also disappear
with new opportunities.

* Find people who can see automation opportunities and contribute to the devel-
opment of these skills.

1.7 Conclusion

This article discusses the transformation of business models in the digital age of
financial institutions through robotic process automation and artificial intelligence. In
the digital age, it is inevitable for the financial institutions to transform their business
models when customer expectations are transforming and opportunities for cost opti-
mization are rising. This development forces organizations to change in many areas
from customer processes to internal processes. The areas that need to be transformed to
achieve competitive advantage by adapting to this development are evaluated.
Although the need for human beings in operational jobs is reduced by automation
and artificial intelligence and, the need for knowledge workers will continue with new
skills and fields of work. The transformation of organizations is only possible with the
transformation of skills. Institutions must integrate these two evolving technologies
into their processes and should not skip the organizational transformation.
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Chapter 2 ®)
Human-Robot Interaction in Organizations e

Aysegiil Ozbebek Tunc

Abstract As advancement in technology is on the rise in organizational setting as
observed in other areas, human-robot interaction is getting more focused in both
academic and practical studies. Social robots influence business life deeply and
hence human life by changing organizational settings. This study aims to explore
how the interaction between humans and robots affects the workplace and in what
aspects we can explain the nature of sociality and collaboration with robots. It also
aims to put forward advantages and disadvantages of human-robot interaction by
presenting essential reference points and discussing many aspects of human-robot
interaction in organizations.

2.1 Introduction

Human-robot interaction has recently pointed out in academic research papers as
well as in the practice in the fields such as robotics, posthumanism, cognitive
psychology, design, engineering, etc. As practices and processes of Industry 4.0
have implemented in the organizations, the interaction between humans and robots
become more usual, more practical and more experienced. In this context, it is vital
to understand how robotic work partners affect workplace, which has been com-
prised of humans until now.

It is possible to see the robots in any organizations such as hotels, restaurants,
retail shops, airports, etc. For example, humanoid service robots are designed to
deliver service and interact with humans as their primary characteristics. Today
Marriott, one of the biggest hotel chains, uses service robots for room service. On the
other hand, Nestle provides sales service via service robots in the shops (Stock &
Merkle, 2018). As these examples become normal and more apparent, not only
practitioners (designers, engineers, data miner, etc.) but also academics who study
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on robotics science, psychology, organizational sociology, culture, etc. become
interested in robotics field.

In this chapter, firstly the nature of intelligent systems will be explained and in
this context the approach of machine learning will be mentioned. After that, it will be
stated what differences between human and robots are and how the gap is closing
today through integrating robotics science with other sciences such as neuroscience,
psychology, cognitive science, development psychology, etc. Then, human-robot
interaction will be set forth with many aspects and finally what working with
co-worker robots (co-bots) brings for humans and organizations in a different
setting.

2.2 The Nature of Intelligent Systems

While years ago robots were generally big in physical appearance and only one-task
oriented in terms of competence, today intelligent machines are designed with multi-
task oriented to collaborate with humans in the workplace and are used to even in
small enterprises (Davenport & Kirby, 2015). Robots already have social roles in the
organizational setting as teammates, co-workers, subordinates and so on.

Machines capable of performing cognitive tasks are more important than
machines capable of doing physical work. Thanks to modern artificial intelligence,
it is now possible to produce these machines. Our digital machines have begun to
demonstrate their ability to break the chains that restrict them, to recognize patterns,
to communicate in a complex way, and in other subjects that were previously
monopolized by humans. It is not surprising to see that numerous artificial intelli-
gence elements will either work on behalf of humans or take place in the background
(Brynjolfsson & McAfee, 2015).

As a new direction for intelligent systems, there are some efforts to create
artificial emotional characteristics for robots to get human-robot interaction better.
A project titled as Artificial Emotional Creature was conducted by MIT Artificial
Intelligence Lab and its main purpose was to produce a pet robot who had artificial
emotions. In this project, it was developed through the integration of vision and
audition, using the interaction of a human being with the robot as the training
reference (Shibata & Irie, 1997).

Social and organizational theorists need to address what will happen to organi-
zational issues when intelligent robots come to organizations. For the framework for
social and organizational theorists, four paradigms are suggested from organization
science. Structuralism, social networks, information process theory and contingency
theory can be grounded to form a new organizational form with intelligent systems
(Carley, 2002). In that case, the design of organizations should be revised according
to complexity coming from the presence of intelligent robots.

The results of Carley’s study (2002) propose that the increase in access to human
and knowledge demonstrate a tendency to expand the time to acquire the most
appropriate knowledge and to diffuse any part of this knowledge as human are
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engaged more in intelligent systems such as robots, artificial neural networks,
applied algorithms, etc. in organizations. In addition to this, it is seen that perfor-
mance is affected more negatively by the increase in the available knowledge in
comparison to the rise of communication participants. Actually, it is a logical
expectation about that the body of knowledge is getting expanded in comparison
with humans in total.

Some factors such as data storage and digitalization of all data can play a role in
presence of smart agents in organizations. According to Carley (2002), the important
difference between use and access of information should be understood and properly
differentiated from each other because the results surprisingly show that having
more information in the hand makes the amount of access and learning of the
information slower. Both people and smart agents have limited abilities to learn
the information exactly. This is a sign of the dilemma for information expansion and
information access.

On the basis of Carley’s (2002) study, we can say that robots (avatars) are more
serviceable in large organizations rather than in small ones because people are more
open to communication in small groups. Actually, large organizations may be
available for robots because much more workforce means a greater amount of
communication so that robots can learn more than in small organizations. On the
other hand, smart agents which cannot learn as expected can surprisingly commu-
nicate better among people. This is like databases becoming ineffectual in larger
populations as they continue to alter and develop in matter.

As mentioned earlier, one of the most effective methods of digging the valuable
information out of the big data is machine learning. In this technique, the computer
processes and mines the data presented for it and it creates its own program
according to the statistical relations discovered in a sense. Machine learning usually
consists of two steps. Firstly, an algorithm is developed according to known data;
then, it is asked to solve similar problems for the new information. Moreover, as new
samples are getting inputs for the system, it can improve itself and adapt to the new
environment and conditions (Ford, 2018).

Today one of the most striking examples of machine learning is Google’s
translate application. The algorithm of Google Translate is on the basis of ‘rosetta
stone’ approach and examines and compares the millions of pages of texts which are
translated into different languages. Firstly, Google team applied official documents
prepared by The United Nations as data and then the team used documents translated
into different languages that Google search engine found over the Internet. As a
result, Google has created a wider range of language models than those created in
human history so far (Ford, 2018).

Self-improving systems, on the basis of machine learning, are also new way of
advancing artificial intelligence. Self-improvement of the systems lead to
unpredictability of behaviors of intelligent machines (Omohundro, 2007). Today
these systems may be very practical for humans as they are controlled by humans.
Otherwise, for the future, learning machines will be perceived as threats for human
because it is difficult to foresee the future of these systems.
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2.3 Human Being Versus Robot Being

Intelligence is considered as the most important difference between humans and
machines. However, today this gap is slowly closing between them by means of
advancements in robotics science. Robotics science is contributed by several disci-
plines such as neuroscience, psychology, human sciences, cognitive science, engi-
neering, computer science as well as technological developments such as artificial
intelligence, machine learning, presence of big data, etc.

2.3.1 A Mixture of Human Sciences and Robotics

In their study regarding humanoid and android science, Ishiguro and Asada (2006)
highlight that human anthropomorphize robots to communicate and interact well
with them. They also emphasize the importance of appearance and behavior for
interactive robots; on the other hand, they indicate that robotics science focus mostly
on technical issues, not behavioral ones. According to the authors, developing and
using a human-like robot (android) are getting easier to study related to the interac-
tion between humans and robots. This contributes to not only robotics science but
also cognitive science. Developing humanoid robots requires the accumulation of
knowledge from sciences regarding humans such as sociology, psychology, social
psychology and so on. In a similar way, the field of android science is formed by
contribution from different disciplines like engineering and cognitive science. In the
framework of this field, android robots can share information with humans by taking
advantage of both robotics engineering and cognitive science. For better interaction
between human and robots, it is substantial to understand conscious and unconscious
identification of humans and then design robots according to human-like hardware
and software. This effort is handled under the ‘humanoid science’.

Synergistic intelligence, one of essential concepts regarding humanoid and
android science, means ‘intelligent behaviors that emerged through interaction
with the environment, including humans’ (Ishiguro & Asada, 2006, p. 75). It pre-
sents the effort of exploring humans in a new way and a new understanding
designing humanoid robots supported by interactive feedback between humanoid
robots design and human science. Synergistic intelligence also necessitates self-
developing characteristic for robots.

Cognitive robotics aspires after creating framework to engage human cognitive
abilities to robots. The way of thinking enables robots to be better-designed
according to humans’ cognitive abilities. This means that a robot is equipped by
more cognitive abilities such as making rational decisions, setting up plans, respond
reasonably to unexpected situations and issues, and adapting to changing factors as
well as having flexible and self-developed behaviors (Thielscher, 2006). These
competencies can also foster the interaction between humans and robots.
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By being inspired from other disciplines of ethology, neuroscience and psychol-
ogy, Velasquez (1999) tried to integrate robotics sciences with these fields and
developed a computational framework. The researcher aimed to develop a model
comprising significant viewpoints of emotional processing and combining it with
perception, motor control, behavior and motivation models. In the study, it is
thought that the main purpose is to be able to control various autonomous systems
such as a robot which can express feelings.

2.3.2 Integrating Human’s Social Abilities into Robots:
Social Robots

Robotic technology has grown rapidly and robots take place in organizations. As a
new type of intelligent robots, social robots are robotic machines that play social,
assistive or therapeutic roles (van Oost & Reed, 2011). Breazeal (2004) defines a
sociable robot as ‘is able to communicate and interact with us, understand and even
relate to us, in a personal way’ (p. 1). Persson, Laaksolahti, and Lonnqvist (2002) use
the term ‘socially intelligent agents (SIA)’ instead of social robots to draw attention
to the nature of social intelligence and believable social interaction by making sense
of real, fictive or artificial social settings.

Bartneck and Forlizzi (2004) define a social robot as ‘an autonomous or semi-
autonomous robot that interacts and communicates with humans by following the
behavioral norms expected by the people with whom the robot is intended to
interact’. On the basis of their own definition, they classified social robots and
proposed a framework in terms of form, modality, social norms, autonomous and
interactivity. According to the framework, some guidelines were revealed as a result
of the study. For example, the social robot has such a form that is compatible with
skills. It also should manage the communication flow with humans by using mimics
like humans. Finally, the social robot should recognize the social rules pertaining to
humans and improve several behaviors to meet the humans’ sociality needs.

According to Steuer (1995), people act more responsively across to robots as they
have some special characteristics similar to themselves. He asserted that there are
five properties which makes human-robot interaction easier. They are human social
rules, human-like physical appearance, interactivity, human sounding speech and
natural language use. It is suggested that people use social behaviors and norms
when interacting with robots.

For the purpose of evaluating social robots’ social effectiveness, Steinfeld et al.
(2006) determined metrics such as interaction characteristics, persuasiveness, trust,
engagement and compliance. These metrics are respectively presented to assess the
interaction style, behavior or attitude change, reliance, efficacy several social fea-
tures, and cooperation.

In another study, Claure and Jung (2018) aimed to understand social dynamics
existing among human-robot teams and conducted the robotic social attributes scale
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to 30 participants. The scale measures warmth, competence, discomfort, arousal, and
performance of the robot perceived by human participants. It is clearly understood
that people have different expectations regarding robots. To determine these expec-
tations and to design robots in a way to meet the needs are very critical to place
human-robot teams in an organization or any structure.

In her short paper titled ‘Human-Robot Partnership’, Breazeal (2006) from MIT
Media Lab indicates that her favorite science fiction robots are the ones having social
abilities because they facilitate human life. In her own words, social robots, as a new
type of intelligent robots, must be ‘natural and intuitive enough for the average
customer to interact and communicate with human, work with as partners, and teach
new capability’ (p. 79).

On the basis of Breazeal’s thoughts (2006), there are some challenges in regards
to social robotics. First of all, robots who have social cognitive skills should
understand humans in social-psychological concepts to value the objectives, beliefs,
emotions, drivers, and all mental forms which explain basic reasons for human
behaviors. The second one is robots’ collaboration with humans as work partners.
For effective collaboration, robots should behave on the basis of human social rules
such as communication, participation and so on. Lastly, social robots are like social
learners that learn from people. Social learning for robots is a process that includes
learning new abilities from human partners, imitating human behavior, engaging the
social processes like humans and so on.

Mataric (2006) seeks for an answer to the question ‘what happens when intelli-
gent robots and people share an environment and even goals?’ (p. 81). The field of
human-robot interaction may help to shed light on this question. For the first step,
socially assistive robotics are suggested to overcome current issues in interaction
between human and intelligent robots because they aim to help people socially,
especially rehabilitation, training and education, in comparison to the physical
needs. The robot’s physical incarnation is critical to bring forth the quality of the
human’s reaction, not only in the theoretical studies but also practices. Characteris-
tics and implementations of the incarnation provide more ways for research into both
humans and interaction between humans and socially assistive robots. For example,
it is very critical to explore how the robot looks, how it behaves and how it relates to
the environment (Mataric, 2006).

Humans do not have hopes in regards to presence of sociable robots. The other
side of the coin humans’ fear from them. Deception and substitution are two
important fears which humans have. The first one may become dangerous for
mentally impaired elders and toddlers as robots have emotional believability. Sec-
ondly, humans assume that robots will take over jobs and lives belonging to them
and replace them in all settings (van Oost & Reed, 2011).

Scassellati (2000) introduces that two main ideas which contribute to the inter-
section area between the fields of human development and artificial systems. First,
developmental models regarding human beings can significantly contribute to the
building of robotic systems which comprise of not only physical requirements such
as robots, appearance, etc. but also perceptual and cognitive abilities. Second, these
systems can be applied to understand and assess the models just like simulation
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researches are conducted to measure cognitive models. According to Scassellati
(2000), models from developmental psychology frequently present ‘behavioral
decomposition and observations about task performance which may provide an
outline for a software architecture.” (p. 1). For that reason, studies in regards to
human skill advancement can be suited to determination of robotics systems. On the
other hand, robotics, especially humanoid robots, can also lead to improvement of
developmental psychology via exploring the nature of human intelligence more.
Tapus and Mataric (2007) study on the emulating and embodying empathy in
socially assistive robots and how it is applied functionally. For this, authors deter-
mine four elements which a robot should have. These capabilities are recognizing,
understanding and interpreting the other’s emotional state, processing and
expressing its emotions by using different modalities, communicating with others
and perspective taking. Then, authors measure the empathy in robots with these
components: empathic concern, perspective taking, fantasy and personal distress.

2.4 Human-Robot Interaction

Although robotics is a wide discipline, the efforts which can determine the human-
robot interaction as a field have clearly been seen in the literature review since early
1990s. According to the definition by Goodrich and Schultz (2007, p. 204), ‘human-
robot interaction is a field of study dedicated to understanding, designing, and
evaluating robotic systems for use by or with humans’. To explore a human-robot
interaction survey, Goodrich and Schultz (2007) define problems of human-robot
interaction in terms of autonomy, information exchange, teams, task shaping, finding
a unifying theme and adaptation, learning and training and classify the types of
human-robot interaction in terms of being collocated as remote interaction and
proximate interaction (Goodrich & Schultz, 2007).

Kiesler and Hinds (2004), the most cited researchers studied on human-robot
interaction, have highlighted some reasons why this field differs from human-
computer interaction. The first reason for studying human-robot interaction is that
humans perceive robots differently from other technological devices. Especially for
the effort of getting robots more ‘anthropomorphic’, researchers are encouraged to
understand which mental systems are appropriate for better human-robot interaction.
Secondly, reactions and interactions differ in comparison with other computer
technologies because of mobility and flexibility of robots. They have complex
feedback mechanisms to respond variously to their users. The third one is machine
learning abilities of robots. It is possible to say that both disciplines of human
computer interaction and human robot interaction broadly study a sociological
understanding of robots which accompany people.

The increase in studies in this field brings along new research questions and
contradictions. For example, while scientists believed that human beings could
distinguish only universal and basic emotions in previous years, today psychologists
describe much more emotional distinctions to use in robotic design. This change is
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rooted in new and radical technological improvements such as machine learning,
data science, etc. (Kiesler & Goodrich, 2018).

Human-robot interactions can push people to acquire strong feeling connections
to robots. There is an assumption that if robots appear like humans, humans will treat
them as if they were humans. These emotional embracements create human-robot
involvement in the group. The engagement of robots in the organization and
involvement as team members change the beliefs which were valid until today
about human groups (Robert Jr & You, 2014).

Shibata (2004) studied human-robot interaction by comparing industrial and
service robots and discussed whether every type of robot has interaction ability
with humans in respect of their functionality. He presents a review including the
nature, duration and psychological enrichment of human-robot interaction and some
cases from several cultures.

Arkin, Fujita, Takagi, and Hasegawa (2003) examined human-robot interaction
on the basis of ethological and emotional aspects. For the effective interaction, they
suggested focusing on more motivational factors and then attain a greater ability
which links between humans and robots. They also set forth that more natural
human-robot interaction will be designed and emotionally grounded concept will
be a key variable to understand the robots.

Sung, Christensen, and Grinter (2009) investigate the novelty effect in human-
robot interaction and explore how long term use of robots affect the interaction by
using a longitudinal field study including 30 households. The results indicate that
human-robot interaction is stable enough especially in the first 2 months when
human and robots have met. The second important result is that humans are
becoming bored with interaction if the task is routine. The other result showed that
human expect more creativity tasks from robots to be able to keep interacting with
them well.

2.5 Working with Co-worker Robots (Co-bots)

How does technology, in particular robots, impact work life and organizations?
Acceptance and carrying out of workplace technologies are affected by some
concerns. One of which is on the basis of user friendliness of them. This character-
istic affects directly the performance of people and drives the interaction between
humans and technology. The other consideration is self-efficacy felt by people. As
they have ability to use technology and experience the functional benefit of tech-
nology, they become open to new technology. The third concern is about being
economical and low-cost of technology. New technology is getting more
implemented by individuals as long as it provides benefit to the organizations and
people. The last consideration is the role of social factors. If new technology is
accepted by their social environment, people are having more willingness to adapt to
it (Cascio & Montealegre, 2016). These factors have the importance of putting
technology to organizations and then the process of providing to be accepted,
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adopted and performed by individuals. In a similar way, adoption to robots and
collaboration with them in an organization have the same concerns for working
people.

Redden, Elliott, and Barnes (2014) create the term ‘co-bots’ for co-worker robots
who are team members working with humans in an organization. They have related
competences with given jobs and significant roles in capacity of industrial organi-
zations. Further to that, they are becoming social actors to the degree that they
collaborate and harmonize with human. Today human resource management pro-
cesses and tools such as work analysis, training and performance development are
becoming valid for robots, too. In addition to this, motivation and teamwork are
concepts that are expected by robots as well as humans (Coovert & Thompson,
2014). These developments and foresights bring to our mind the question how the
future of organizational commitment, organizational citizenship behavior, work
satisfaction, group behavior, trust, teamwork and similar concepts will be for
co-bots.

As a teammate, robots should be accepted by humans so that humans interact
properly with them, improve common mental and communicational models for
interaction with robots, and develop trust relationships with them. As robots have
more autonomous jobs, the need of humans equally decline and robots continue to
learn the job more via machine learning (Cascio & Montealegre, 2016). In addition
to this, the fear of job loss is another concern which humans face regarding the use of
robots in the workplace. Blue collar workers may see them as rivals and show
resistance to their existence. They are perceived as threats by white collar employees
as well, especially finance and accounting tasks. On the contrary, some jobs will be
still on people’s hands and they will continue to show success without the need of
robots’ automation world. Davenport and Kirby (2015) assume that knowledge
workers can accomplish some jobs which they and intelligent systems do not
separately perform but they do with the cooperation with each other. Despite this
difference of opinions, it must be known that human resources management tasks
such as job analysis, job design, workforce planning, recruitment and staffing,
training and development, performance management, compensation management
and career management should be redesigned to meet the robots appropriately in an
organization and manage the relationship between humans and robots.

In human-robot interaction context, it is vital to understand how robotic work
partners affect the workplace which belonged to humans until now. Researchers
studied some concepts such as trust, responsibility, guidance, design, etc. to catch
clues for better collaboration between humans and robots. For example; it is
expected that behaviors, cognitive abilities and appearances of robots affect
human-robot interaction. A robot may look mechanical, animal or human. On the
basis of this discrimination, the type of basic robot designs are respectively
mechanoid, zoomorphic and humanoid (Dautenhahn, 2013). It is argued that human-
oid robots will make the human-robot interaction better and present a more involved
interplay in some studies (Breazeal & Scassellati, 1999; Brooks, 2002). So, it is
suggested that users should be engaged in the design of robots and then understand
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their roles and functions for a contribution to human-robot interaction (Dautenhahn,
2013).

It is clearly seen that some robots, especially humanoid robots rather than
machine-like robots, are better at collaborating more naturally with humans. In this
case, humans depend on them and allocate responsibility in terms of using authority.
Hinds, Roberts, and Jones (2004) shed light how physical appearance and
relativeness of robots affect human-robot interaction in terms of willingness and
responsibility taken by humans.

Their approach to accept new technologies affects people’s degree of openness to
work with robots (Hinds et al., 2004). In other words, being more engaged in new
technologies and following them regularly render people more coherent with robots
and more eager to collaborate with them. In the same way, Mutlu and Forlizzi (2008)
investigate how organizational factors are affected in a hospital which uses robots.
They assume that the more sensitive to social dimension the technology in the
organization, the more negatively humans react and the more resistance they have.
In addition to this, it is stated that sense-making in technology adaptation has an
important role in human-robot interaction in organizations. The results of the study
indicate that there is a difference between different units in how people incorporate
the robot into their workflow and their perception and interaction with the robot. The
authors developed a model demonstrating workflow (staff interruption), political
(goals, interests), social/emotional (emotional tone of social relationships) and
environmental (traffic and clutter in the environment) dimensions on the basis of
patient profiles.

Hierarchy is one of the important dimensions of an organizational structure to
understand who has power in the organizations. Hierarchy also brings about a couple
of concepts such as authority, autonomy, span of command, etc. These concepts are
undoubtedly critical when explaining how human-robot interaction is realized in
organizational as well as social life. People’s sense of responsibility about their work
depends on their position (leader, supervisor, manager or worker) in the workplace.
Here responsibility is the cumulative feelings of performing well on the task,
ownership for the task and contribution to the task. According to Sande, Ellard,
and Ross (1986), people at upper echelons see themselves as more adequate and
more responsible for the task which they have to do. This is about being human, but
working with robots or managing robots does not have the same behavioral envi-
ronment. Upon this difference, Hinds et al. (2004) assume that people depend more
on the robot partners and assume less accountability for the task when working with
robots that are supervisors as compared with robots that are colleagues and
subordinates.

Stock and Merkle (2018) examined the performance of humanoid service robots
in comparison to service employees on the basis of role theory and expectancy
disconfirmation paradigm. They also investigated how social robots’ artificial inno-
vative behaviors (facial, vocal and bodily) revealed different human-human
(employee-customer) service relationship and how they affected the service perfor-
mance. Their study (2018) presents comparable knowledge by describing a real
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work life problem in organizations and conclude that customers are positively
affected by innovative behaviors of robots.

The presence of robots in organizations have changed how groups work in real
life and brought new socio-technical problems between humans and robots (Robert
Jr & You, 2014). In this context, the questions about how a robot discusses with
human in a group work, realizes communication with humans and understand each
person in the team are questions which come to the mind. The inclusion of robots
may be an advantage or disadvantage for the team effectiveness. In addition to this,
trust among team members may be affected negatively by depending on the numbers
of robots in the actual team. We have limited knowledge and experience about all
possible challenges because of the lack of practices in regards to human-robot
interaction in real life so far.

2.6 Discussion

Due to the nature of human-robot interaction structure, a question comes up. What is
the future research questions of this field? According to Kiesler and Goodrich
(2018), there are many concepts that are needed to learn and study deeply. Some
of them are humans’ intentions, trust, cultural aspects, contribution, benefits or
harms in regards to robots. On the other hand, advances in new algorithms, devel-
opment in cognitive robotics, machine learning practices should be followed and
considered when assessing the interaction between humans and robots. In addition to
this, it is important to know how to catch the mutuality between human and robots in
terms of sociality.

The measurement of how the human-robot interaction is crucial to get better
design of robots and to be more harmonized with humans. The question which
capabilities, functions and tasks that robots have while working are a necessary
knowledge which should be answered for not only human-robot interaction but also
interaction among robots.

Another important subject regarding human-robot interaction is
non-accountability of robots to the human. For this, a law system is needed inde-
pendent from states, cultures, diversity of human, etc. The dilemma is open to
question.

Human beings may perceive the existence and potential of robots as threats for
themselves. Cascio and Montealegre (2016) assume that various jobs which belong
to humans will be performed by intelligent robots in the next 5 years. It is expected
that this will change the actual economical understanding not only in separate
economies but also as a whole global economy. It will also alter the structure of
organizations, labor economics, organizational sociology, etc. by bringing break-
through changes and challenges of all mechanisms in the world.

Actually the critical point is having a new technology in an organization. The
main issue is how the implementation process of new technologies (in particular
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robots) is performed by considering psychological and human factors of the orga-
nization (Coovert & Thompson, 2014).

Many stakeholders question the power in their hands when robots are becoming
involved as a part of organizations. Power in organizations is always critical to
determine who are main actors or top decision makers. The change of the balance
between autonomy and authority affects surely not only technical factors but also
social factors such as commitment, power, authority, communication, conflict,
collaboration and so on. All of these factors also influence the decision making
process in organizations because of change of control.

It seems that the big data will have two very important results for knowledge-
based professions. Firstly, in many cases, the data accumulated before can lead to
direct automation of given tasks and works. Just as humans firstly examine the old
records and then practice by trying to perform certain tasks when learning a new job;
so too can the intelligent algorithms can successful in many samples by using the
similar approach. The second and more significant impact of big data on knowledge-
based jobs is about the ways of managing companies. Big data and estimation
algorithms have the potential to reduce the number of knowledge-based jobs as
well as changing the way of performing them. Human skills such as experience and
reasoning will be replaced by predictions derived from the data. As top managers use
data-based decision making algorithms more frequently, the need for a workforce
including analysts and managers will be limited or decreased over time. Today, the
knowledge workers of companies present their analysis with the information they
have collected to the different levels of the managers. However ultimately, a single
manager and a strong algorithm may implement more efficiently in such an envi-
ronment. It seems that companies will be getting flat in the future compared to today.
Middle managerial level will be eliminated and most of jobs which are performed by
experts today will evaporate in the near future (Ford, 2018). These prediction about
big data and of course the presence of robots will surely affect it.

As future directions, it is possible to say that we need theories to understand and
explain human-robot interaction in groups and in organizations as a whole. Apart
from traditional research designs, we can produce new ones including experiment,
observation and simulation-based to study social drivers and team issues in human-
robot teams. New robots can be developed more cheaply and more observably to test
the human-robot interaction in organizations, so that new forms of robotics design
are suggested for better human-robot interaction. We need studies which focus on
the socio-technical issues (technical competences and social roles and norms) to
make team collaboration, team coordination and team communication better in
human-robot groups. To create a common framework, social and technical require-
ments should be considered and examined together. This provides not only thinkers
who theoretically study on robots and human-robot interaction but also practically
robot makers.

It is also essential to explore the difference between knowledge based workers
and physical ability based workers in terms of their orientation to smart robots. In
addition to this, pearls and pitfalls of the robots embedded in the organizations and
working with human should be investigated in terms of group processes. Moreover,
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it is worth doing research about how team dynamics such as trust, cohesion and
collaboration and the group performance vary from human-human groups to human-
robot groups. All these research questions can be designed as a new research which
contributes to and enriches the human-robot interaction field.
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Chapter 3 M)
Internet of Things in Blockchain Ecosystem <
from Organizational and Business

Management Perspectives

Songiil Zehir and Melike Zehir

Abstract This chapter focuses on Internet of Things (IoT) in blockchain ecosys-
tems. [oT is a technological paradigm that bridges physical and digital worlds over a
global network. There are a number of major challenges such as privacy and
security. Blockchain can be a solution to these problems. In the literature, the subject
is mostly discussed from technical and technological points of view. In this chapter,
the topic is examined in a comprehensive manner including organization and
business management perspectives. The chapter will begin with a comprehensive
overview of IoT. Key features, different perspectives, developments and challenges
about IoT will be described. The next section, blockchain based IoT as a solution
to major challenges of IoT, will be explained. The relationship between IoT and
blockchain will be described. Advantages of using blockchain for IoT, areas of
usage, barriers and recommendations will be presented. Section 3.4 will be on its
impact over businesses. Section 3.5 is devoted to emerging trends and future areas
for research. The last section will conclude the chapter. Through the publication of
this chapter, it is intended to be contributed to the literature on the Internet of Things
and blockchain ecosystems. The chapter is expected to foster the research activities
on the subject integrating organization and business management studies.

3.1 Introduction

Internet of things is the term given to network of devices connected to each other
globally. These devices are reacting to their environment by interacting with each other
to achieve common targets (Atzori, Iera, & Morabito, 2010). The main purpose of [oT
is to share information in real-time and effectively (Yang, Yang, & Plotnick, 2013).
The devices can communicate over internet with computer and other devices without
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the need of human intervention (Fleisch, 2010; James, 2012; Zanella, Bui, Castellani,
Vangelista, & Zorzi, 2014). It also can be monitored and controlled remotely. Thus,
human and devise can exchange information in real-time (Baldini, Botterman, Neisse,
& Tallacchini, 2018; Man, Na, & Kit, 2015; Guillemin & Friess, 2009). Through
internet of things, humans and devices are connected with everything, at anytime and
anywhere. This connection can be taking place over a network or a service (Guillemin
& Friess, 2009). Real-time data analytics, machine learning, product sensors and
embedded systems extended the exploitation of IoT (Wigmore, 2014). Moreover,
wireless networks, control and automation systems also contribute to IoT.

IoT has got an increasing importance in recent years, while technology revolution
is taking place and smart technologies are becoming more and more integrated to our
lives. However, there are major concerns about privacy and security. Blockchain can
be a part of solution. Therefore, blockchain is particularly recommended for IoT
applications, where privacy and security risks are highly concerned.

Markets and industries are facing massive changes with the integration of IoT.
New economies, markets and business processes are being developed. Customer
needs and expectations are radically changing. Organizations should develop new
strategies to cope with these new challenges. In this new era, software industry and
IoT applications gain importance. Data has become the most important feedstock
of this new age. Consequently, mining and storage of big data have emerged as an
important need, while cloud computing has come into prominence.

This book chapter provides a comprehensive framework about IoT, including
its development, implications and pioneer companies and products in the market.
Challenges are explained, presenting blockchain as an emerging technology to
cope with privacy and security problems. Blockchain and IoT relation are described,
presenting their areas of usage. Following these, their impact on businesses and
organization is discussed. Big data, cloud computing and marketing 4.0 are
explained as emerging concepts within this period.

3.2 Overview of Internet of Things

3.2.1 Development of Internet of Things

The inventor of the term IoT is Kevin Ashton. He is one of the founders of Auto ID
Center established within MIT in 1995 (Ashton, 2009). Although the term is firstly
used in 1999, it has become popular more recently. This is mainly due to limited
address capacity and speed of internet by the end of 1990s, when wide use of IoT
would cause reaching to the limits of devices connected to internet. This problem is
solved with transition to Industry 4.0 age and use of IPv6 protocol vastly extending
the capacity of available internet addresses.

Although IoT is a recently used term, its origins date back to invention of telegram.
Development of telegram in 1830-1840s enabled communication of machines. In
1950s, computers are introduced. Shortly after, in 1962, Arpanet is developed within
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the body of US Ministry of Defence. Arpanet allowed several devices to communicate
with each other over a shared line. It is the first data network and the pioneer of world
wide web. Starting from 1980s, public use of Arpanet is supported, opening the way of
today’s internet. In 1990, the first digital radio broadcast using sound cards of
computers is realized. In 1993, GPS is tested. Satellite systems and communication
infrastructure of GPS provide the needs of IoT communication.

According to Cisco Internet Business Solutions Group (IBSG), IoT was born in
2008-2009. They state that at these dates, the number of devices connected to
internet exceeded the number of internet users.

IPV6 which provides the greatest advancement in IOT’s development, is today’s
network addressing technique. Its development dates back to the beginning of 90s by
IETF (Internet Engineering Task Force). Every device that connects to internet needs
an IP address. IPV6 is the last version that substantially increased the assignable
address combinations, enabling development of more effective IoT applications. IP
protocol provides authentication and location for devices on the network and directs
network traffic.

One of the most important factors in the improvement of IOT is the development
of cloud technologies. Cloud technologies offer an area that is always active and
low-cost to store the data and make calculations. Thanks to the cheap and high
access cloud infrastructure, storage and processing load on IoT devices is easily
transferred to cloud servers.

IoT grows rapidly. It is estimated by Cisco that approximately 50 billion objects
will be connected to the internet by 2020 (Evans, 2011).

3.2.2 Implementation of Internet of Things

The first field implementation of IoT was with a drink vending machine at Carnegie
Mellon University, in 1982 (Farooq, Waseem, Mazhar, Khairi, & Kamal, 2015). By
connecting to the machine over internet, it was possible to check the remaining
products inside and the temperature of the drinks. From 1993 to 1997, many
companies offered products and services similar to Microsoft’s at Work and Novell’s
NEST. The first product in this field was internet refrigerator named the Internet
Digital DIOS. It was developed and released to market by LG in 2000. Because of
high prices, customers were not interested in the product and it failed.

Today’s Iot’s products are more successful thanks to developing technologies and
decreasing costs. We are using these products in many areas of our lives. For
instance, Hapifork, a smart fork warns its owner in case of fast eating or overeating
helping for a proper diet. Another example is the smart ball of Adidas, providing you
several statistics like how many penalty shots you have scored, how much the speed
of your kicks was and how many goals you have scored with each of your feet,
through an app. There is a distinctive example that Edyn developed for gardens. It
provides you recommendations about what and how you should plant together with
irrigation frequency.
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3.2.2.1 Examples of Companies and Products Using IoT

The examples given in this subsection are based on a report (AIG, 2017).

IBM Cloud Business Solutions Several companies are using IBM Cloud Business
Solutions. As an example, IBM was partnered with Whirlpool to use IoT in home
sector in 2014. This partnership allowed Whirlpool to use IBM Whatson IoT Cloud.
By this means, high speed data flow from devices could be analysed rapidly and
specialized services could be provided to customers. General patterns of customers
can be identified while they are using their devices, fine tunes can be made in settings
and supply chain can be optimized. Watson IoT Cloud allows real-time access to
multiple data resources for early estimation of possible problems, improve quality
and customer satisfaction, while reducing maintenance costs.

Ericsson Maritime ICT Cloud Platform The Maritime ICT Cloud is developed by
Ericsson, providing sea transport organizations to connect to an integrated platform
together with their ship fleets. Sensors provide many useful and valuable information
from location and speed of a ship to chilled cargo temperature in real-time, to
transportation companies and producers. System not only tracks the cargo and the
ships, but also allows all the stakeholders (from producer to buyer) in the sector to
gain and analyse data in real-time. Maritime ICT Cloud also connects several systems
for maritime, used for motor and hull-monitoring with bridge communications to
reduce inefficiencies, risk and total costs. Through satellite technology allowing
communication from sea to ground, stakeholders can take decisions and actions to
improve the comfort of crew, protect transit goods and route efficiently.

Daimler Car2go Daimler partnered with IBM to gain the technological expertise
and tools to make their smart automobile fleet car2go successful. Through sensor
and wireless communication, performance of each car can be tracked by the com-
pany, data analysis can be done to improve efficiency and a network of accessible
vehicles is provided to customers. Customers can get or book in advance one of the
nearby cars of car2go network. This flexible service allows customers to easily use a
car whenever they need it, without purchasing one or paying for parking place.

U.S. Bank U.S. Bank pioneered many new technologies in the finance sector from
ATM'’s to branchless banking. It is one of the first companies that tested contactless
payment technology and it was very successful at applications like mobile cheque
payment, mobile bill payments with photo, mobile credit card balance transfer.
U.S. Bank innovation team works on IoT technologies. One of their studies is
autonomous vehicle embedded financial system. For example, a vehicle can go to
the service itself and make payments if connected to its owner’s bank account.

ABB Group ABB Group as one of the leaders of energy and automation technol-
ogies, aims to use IoT for maintenance services in heavy industry. Wide use of
automation technologies brought together tracking and maintenance problems. Pre-
viously, ABB Group was sending technicians to the field to make diagnostics. Now,
the company provides many cloud-based IoT solutions such as data collection,
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statistical analysis and individual estimations done through remote monitoring
rooms and predictive maintenance analysis. Proactive monitoring reduces the time
and effort needed for maintenance works, reducing costs and preventing failures
decreasing interruptions.

Microsoft Azure Iot Technology This technology analyses all the sensors and data
in included systems, providing technicians real-time diagnostics and rich data
visualization. ThyssenKrupp uses machine learning skills of Azure in predictive
modelling to prevent technician faults and interruptions. Another energy company
that uses this system is Rockwell Automation. Conventionally, oil and gas supply
chain requires large and expensive equipment that are open to costly repairs and
production interruptions. Microsoft works together with Rockwell Automation to
predict equipment failures throughout the supply chain, monitor performance in real-
time and improve processes using a wide range of software portfolio, sensors and
devices through Azure IoT technology.

OTOY OTOQY is a California based company that focuses on not only visualization
of data, but also simulation of performance of products, buildings and other devices-
object under different conditions through virtual reality technology. Potential areas
of use of OTOY technology is architecture and construction. By means of the
sensors of OTQOY, IoT can collect lighting, wind and temperature data to simulate
weather conditions in real-time to give opinion about the different products that are
going to be used in projects. It can create models to run real simulations, giving idea
about which window material will provide the highest energy efficiency or which
products can be used to protect from floods.

3.2.3 Challenges of Internet of Things

IoT is being integrated to human lives more and more every day. However, it brings
together some challenges such as privacy and security. They are main barriers in
front of acceptance of IoT (Zhou & Piramuthu, 2015). Information privacy concerns
belong to four concerns (Caron, Bosua, Maynard, & Ahmad, 2016):

* Monitoring without permission, through which extensive data can be collected
about individual’s actions and behaviors,

¢ Uncontrolled data generation and use,

¢ Insufficient authentication,

* Security risk due to largely collected information

Control of data generation and information security are important aspects in IoT.
The other challenges are:

» Standardization:
* Architecture
* Interoperability and integration
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¢ Auvailability and reliability

» Data storage, processing and visualization
e Scalability

¢ Management and self-configuration

¢ Network performances and QoS

* Modeling and simulation

* Unique identification

* Power and energy consumption

* Security and privacy

¢ Environmental issues

The issues that have been faced so far about IoT should be carefully considered
and solved, together with continuous improvements. This will provide more effec-
tive and extensive use of IoT in the future.

3.3 Blockchain Based Internet of Things

IoT concept forms a basis for a world in which most of our daily devices will connect
to each other, gather information and interact with their environment to automate
some defined tasks. Such a vision also requires continuous identity verification, data
privacy, security, robustness against attacks.

Internet of Things (IoT) consists of devices that produce and process large
amounts of data that require high level of security and privacy. This makes IoT
devices one of the main targets of cyber attacks. IoT devices usually have simple
hardwares that consume low amount of energy. These devices mainly spend their
energy and spare their processing power to their primary tasks and they are not able
to meet their own high security and privacy needs. The conventional security
methods can be costly and cause [oT devices to consume large amount of energy
and exceed their processing capability. In addition to privacy and security issues,
another challenge is the large sizes and distributed nature of IoT networks.
Blockchain, the technology that supported the first cryptocurrency system, has the
potential to cope with these challenges. Bitcoin, as a Blockchain protocol based
cryptocurrency system, allowed P2P payments and money transactions without the
need of a third entity. The system has high level of security with encryption,
allowing two sides to make transactions digitally.

Blockchain constitutes a secure database for the processes of all the users. The
main aim of blockchain technologies is to remove the need for mediators and
perform processes over a distributed network. Contrary to centralized systems,
every peer of blockchain network keeps a copy of the processes in the system or
can reach it through cloud. In this way, everybody can reach and check their own
process logs. Confirmation of validity provides high transparency.

Blockchain offers secure communication and privacy to Internet of Things
(Bahga & Madisetti, 2016). As IoT continues to grow, it becomes the standard
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way of transmitting location, temperature and many other data using sensors and
devices. Usually, these data resources are shared between different stakeholders and
devices, used in big data analysis and also monitored rapidly in some critical
applications. Blockchain allows all participating smart objects to reach the same
information through a reliable and secure way. In addition to data flow management,
blockchain is an effective way for business automation and distributed interactions
between several remotely located devices in a decentralized way (Christidis &
Devetsikiotis, 2016). Until recent times, blockchain was especially used in finance
sector. However, it is turning out to be used widely in many other areas. It is a useful
method for security and privacy in IoT applications. Every operation is signed by
miners before being sent to blockchain network. Therefore, it is impossible to totally
imitate or change an operation. Moreover, system can be monitored to provide proof
(Conoscenti, Vetro, & De Martin, 2016).

Transparency is a must for maintaining trust. This is the reason of why open
source approaches are recommended in new generation IoT systems. It is also
noteworthy that, open source code is still sensitive against errors and misuse of
likewise closed source codes. On the other hand, because it can be monitored by
many users it is less subject to vicious modifications of third parties.

Blockchain is not a preferable option in every IoT application. It is especially
needed in the lack of a central reliable mechanism. Similarly, it may not also be
needed in case of mutual trust between the parties. Rather than using blockchain,
purchase operations can be done through conventional methods such as bank or
intermediaries. In conventional data storage processes, if the security is guaranteed
and there is no extreme risk of attacks, conventional database applications may be
preferred. Blockchain is not the only option to store every collected data. Particularly
in rural monitoring applications, where remote communication is costly, data can be
collected using a local system.

3.3.1 Areas of Use for Blockchain Based Iot

There are several areas of usage for blockchain based IoT, such as sensing (Worner
& von Bomhard, 2014; Zhang & Wen, 2015), keeping data (Ateniese et al., 2017),
identity management (Wilson & Ateniese, 2015), smart living applications (Han,
Kim, & Jang, 2017), smart transportation systems (Lei et al., 2017), wearable
technologies (Gipp, Meuschke, & Gernandt, 2015), supply chain management
(Kshetri, 2017a), cyber law and security (Kshetri, 2017b). Apart from these areas,
IoT can also be used for monitoring in agriculture, improving food security and
quality and providing effective logistics. Another major and promising area is
energy sector (Fernandez-Caramés, 2015). Without the need for human and a third
party intervention, IoT allows payment of devices to each other. For instance, a
device that is connected to a smart plug can make payment for the electricity that it
consumes (Lundqvist, De Blanche, & Andersson, 2017). This concept is also called
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as Internet of Energy (IoE) (Fernandez-Caramés, Fraga-Lamas, Sudrez-Albela, &
Castedo, 2017).

In health sector, [oT is particularly suitable for monitoring applications. Medicine
procurement system can check if the incoming data values are in allowed limits
and transfers to blockchain through sensors (Bocek, Rodrigues, Strasser, & Stiller,
2017). 10T is expandingly used in smart cities, industrial processes, telecommuni-
cation, defence industry, industry 4.0, financial transactions. It is also used for
management of big data. In order to improve security of big data acquisitions and
control, blockchain based solutions are proposed and preferred.

The first blockchain solution-based IoT platform was developed by IBM in 2013.
This platform is named as ADEPT (Atzori et al., 2010). Through this platform, IoT
devices can independently define their roles, responsibilities and permissions, in
addition to making transactions and complex negotiations. Guardtime and Intrinsic-
ID allied for blockchain-based IoT. Intrinsic-ID provides encryption and ID recog-
nition of embedded devices in big financial transactions and protection of critical
data of governments. Guardtime provides Keyless Signatures Infrastructures (KSI)
platform as a security solution (Balte, Kashid, & Patil, 2015).

3.4 Impacts Over Organizations and Businesses

3.4.1 User Expectations

From the standpoint of users, three aspects come to the fore about IoT. These are,
perception of users and product design, acceptability of technology and privacy
issues.

IoT has impacts on society in many ways. On the other hand, it is shaped by
people’s purchase behaviors and experiences. Preferences of customers regarding
product design, their willingness to buy new technologies, security and privacy
issues burst into prominence. There are a number of factors that determine people’s
purchase behaviors for IoT products such as; connectivity, interactivity, telepresence
(their personal feelings about up to what level media represents physical and social
environment), intelligence, convenience (savings from time and effort by consumers
while planning to buy, purchase and use a product), security (Chang, Dong, & Sun,
2014); effectiveness, consistency, flexibility, privacy (Rau et al., 2015).

Customer experiences can be categorized as functional experiences and emo-
tional experiences (Chang et al., 2014). Functional experience means objective
cognition. On the other hand, emotional experience includes customer’s individual
feelings. Customer experiences have a mediating effect between IoT product spec-
ifications and purchasing behaviour (Chang et al., 2014). In other words, product
specifications have a positive impact on customer purchase behaviour through
functional or emotional experience.

Design is an important stage of IoT applications as it majorly determines cus-
tomer purchase behaviour. In the process of designing interaction systems,
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effectiveness and consistency are always considered as important aspects. This is
mainly due to users’ tendency towards applications that solve their decision-making
problems clearly and simply (Gao & Bai, 2014; Rau et al., 2015). There are also
some other aspects for design of IoT applications, such as generation of data,
acquisition, mining, transfer and interpretation.

Due to the fact that IoT services are based on technology, customer’s acceptation
of new technology is a crucial factor. Practicality and ease of use are the most
dominant factors for customer acceptance of new technologies (Bao, Chong, Ooi, &
Lin, 2014; Gao & Bai, 2014). Customers can adopt in case they think the newly
proposed service is beneficial. Engagement is another determinant for customer
acceptance (Gao & Bai, 2014). Social impact is also among the most important
factors (Bao et al., 2014; Gao & Bai, 2014). It is due to individual’s tendency to
adopt a new technology that is widely adopted by others (Chong, Liu, Luo, & Keng-
Boon, 2015). Every time, some people groups try and start using an emerging
technology even at early stages of marketing, while some other people first wait
and observe them. Based on the first users’ experiences and proliferation of tech-
nology, other people also start using the technology and the technology becomes
widely accepted.

Information privacy is important for enduring use of IoT. Gathering of informa-
tion, unauthorized use, not allowed access and errors are the main sources of privacy
concerns. Users will accept, and be motivated to use IoT services if they see them
suitable for their values, norms and beliefs (Hsu & Lin, 2016). Intercompatibility
among different devices and services is also important for persistent use of IoT (Bao
et al., 2014).

3.4.2 Organizational Perspective

The IoT is expected to have a significant impact on individuals, businesses, and
policy as societal and business models will be challenged, and new services will be
introduced (Shin, 2014; Stankovic, 2014).

IoT is leading to radical changes in our world. Day by day, smart devices are
entering our lives. Smart home, smart cities and smart grids concepts are expanding
and growing each day. Industrial conventional processes are being outpaced by
automation and IoT. IoT products and services are shining out in many areas such
as health monitoring, traffic control, smart retail, logistic, smart agriculture and
farming.

Interconnections between devices are increasing day by day. This increase is
mainly expected to be sourced by the areas of home automation (Ferndndez-Caramés
et al., 2017), transportation, defense and public security, wearable technologies and
augmented reality.

Together with IoT new business areas will also emerge. Governmental applica-
tions and regulations will be revised and modified. Customer and employee profiles,
expectations and needs will be reshaped. There will also be impact on environment,
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probably resulting in better protection of environment and higher environmental
awareness. Landscaping, green energy, waste management systems will gain popu-
larity. Green solutions, marketing and policies will be adopted. Expectations from
new products and services will be quite different than of today. Sensors and smart
devices will be widespread. Network, gateway protocols, system architecture and
cloud solutions will be of vital importance for the firms. Consequently, software
sector will be the sector of future more than it has already been foreseen today and
there will be important breakthroughs.

IoT has already entering many areas of our lives and probably in the future it will
be an essential feature like internet and phone, shaping our society. Like usual,
companies that can rapidly adapt to changes, implement new technologies success-
fully in their product, service and processes and even shaping the emerging
technologies will be stronger and maintain their existence. The companies that
adapt to and implement emerging concepts faster than the others will be able to
gain competitive advantage. All products, system and business processes should be
shaped to foster this adaptation and implementation efforts. New business models,
value chains, value-added services and ecosystems should be developed. Business
organizations and processes should be modified considering recent changes. New
economic models should be developed (Colakovié & Hadzialié, 2018).

Companies should be able to foresee opportunities about IoT. They should
develop applications that will meet the expectations of both the market and the
customers.

IoT provides numerous benefits for companies such as market transparency,
operational effectiveness improvement and digital integration of value chains
(Brody & Pureswaran, 2015). IoT has the potential and capacity to radically change
market and business processes (Kim & Kim, 2016; Santoro, Vrontis, Thrassou, &
Dezi, 2018). IoT allows creation of added value and this brings competitive advan-
tage to companies. At the same time, it hooks up operation, resource and actors to
each other, providing an important market and new opportunities (Andersson &
Mattsson, 2015; James, 2012). Real-time data flow provided by IoT allows better
understanding and meeting of customer needs.

3.4.2.1 Big Data

With the emergence of IoT processing of large amount of data became a main topic
of conversation. The most important feedstock of Industry 4.0 age is data. Use of big
scale data provides strategic supremacy to firms. It is quite important for the
companies to understand the current state of markets in which competitions are
densely taking place and dynamics are changing. This allows the companies to get
one step further and provide accurate service to customers. Big Data, is a very
important concept for large industries and supply chain. It allows companies to take
decisions and actions faster than ever at strategic points, improving operation
flexibility, responding changes in the market instantly, reducing costs and increasing
profits (Gorgiin, 2016).
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34.2.2 Cloud Computing

Cloud computing is a model that allows network access to configurable data
processing resources (networks, servers, storage, applications), to a shared-common
pool from everywhere. This model requires minimum management effort and
service providers can instantly interact with the system to provide the required
changes.

Cloud computing provides processing, use and storage of large scale and wide
variety of data. Furthermore, it minimizes hardware and software investments for
computing infrastructures. The need for storing, processing and analysing large scale
data made cloud computing a preferable approach for many users (Bocek et al.,
2017). Secure data storage, fast internet connection and standardization are among
the main challenges that companies are struggling with today. Cloud computing
seems to be a promising solution to these problems. Cloud computing offers man
advantages for businesses. Cloud computing reduces costs, simplifies infrastructure
complexity, enlarges work area and supports working from anywhere without
specific setup in a cost-effective way.

3.4.2.3 Marketing 4.0

Markets and industries are reshaping and radically changing with IoT. In accordance
with these changes, marketing operations and methods are also facing changes.
Philip Kotler introduced a name for these new approaches in marketing: marketing
4.0. The main opinion defended by this approach is the necessity of coexistence of
digital marketing and conventional marketing. The main purpose is to win customer
and customer’s brand evangelism (Kotler, Kartajaya, & Setiawan, 2016).

The following transitions are expected to take place from conventional to digital
marketing:

* From segmentation and targeting to confirmation of customer communities

* From brand positioning and differentiation to brand character salience

* From 4P marketing mix (product, price, place and promotion) to 4C connected
marketing mix (co-creation, currency, communal activation and conversation)

Marketing 4.0 has both traditional and digital marketing roles. Traditional mar-
keting provides awareness and interest at the first periods that a customer and a
company are interacting. As interaction proceeds, digital marketing becomes more
important. Digital marketing provides drive action and advocacy.

Digital transformation changes customer needs, demands and expectations. Mar-
keting 3.0 age was mainly customer oriented. Beyond traditional need and demands,
customers were considered creative and voluntary participants of value creation.
Marketing 3.0 age could also be defined as an era during which customer emotions
were taken into consideration and marketing took place based on values. Beyond the
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specifications of products, sport, environment, sustainability and humanitarian social
activities were popular.

Nowadays, internet allows people to share their product-service experiences in
social platforms. Therefore, Marketing 4.0 approach focuses on product-service
experience more than customers.

Marketing 4.0, allows customers to check the validity and reliability of a brand,
confirm and increase its reputation and create value by participation through
collaboration.

3.5 Conclusion

Nowadays smart technologies and devices are integrated at many parts of our lives,
communicating and interacting with each other, leading to revolutionary develop-
ments. These trends, under the topic of IoT have the capacity and potential to change
the world as we know it. New products, changing customer preferences and expec-
tations, reshaping firm process and applications, forming agreements and alliances
and even societal changes will be influenced by this technology. Many companies
try to adapt their services, processes and application to this era of radical changes,
through IoT. IBM, Daimler, ABB Group, Ericsson, Microsoft are among the pioneer
companies in this field. Numerous new partnerships are established to benefit from
different specialties in new projects. These changes and adaptation efforts are
present at many different sectors such as health, finance, smart buildings and cities,
smart manufacturing, farming, telecommunication, transportation, etc. Demand and
expectations will change together with the changes taking place in several areas.
New fields of profession and business fields may emerge. Software and information
sciences are expected to gain more importance. The terms such as big data and cloud
computing have already become important, shaping numerous new products and
services. Skills and perfections that are expected from both the existing and future
prospective employees are facing changes in this direction. Marketing perspectives
are also transforming into digital marketing.

Although IoT brings together many advantages, it has some challenges and points
that require particular attention. Especially privacy and security are the forthcoming
main challenges. Blockchain is becoming a major solution option for overcoming
these challenges. It provides a standardized reliable mechanism with a transparent
database structure.

IoT has massive potential and it is being developed even more day by day.
Companies need to turn it into an advantage. This critical change requires new
business models and applications. Companies that will not be able to provide these
will face the danger of extinction.

Future works can investigate the social side of IoT and its impacts on the society.
The role of IoT in the management of modern foundations can be explored. Firms
that prefer blockchain in IoT applications can be compared with firms that have IoT
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applications without blockchain. Alternative applications, structures and approaches
for security and privacy in IoT can be investigated and compared with blockchain.
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Chapter 4
A Blockchain Based Framework for Blood oo
Distribution

Mehmet Cagliyangil, Sabri Erdem, and Giizin Ozdagoglu

Abstract Today’s businesses have been evolving along with the technological
developments, such as Industry 4.0, internet of things, and blockchain technology,
in order to create not only fully digital and traceable but also transparent, reliable and
secured environments. Blockchain technology serves for developing the trans-
parency, reliability, and security characteristics of these environments even if it is
frequently mentioned along with the monetary systems such as Bitcoin. The most
common purposes to adopt the blockchain technology is to redesign and integrate
processes, supply chains or financial arrangements. This chapter proposes such an
Ethereum blockchain based framework called KanCoin concerning this potential in
order to manage and adjust the processes for efficient distribution planning in blood
delivery system from donors to distribution centers and patients at medical centers in
a more effective way than the conventional procedures.

4.1 Introduction

Businesses have announced that they have started to use or are considering using
blockchain-based applications to redesign and integrate their processes, supply
chains or their economic arrangements. Due to the fact that blockchain systems are
ordered, incremental, sound and digital (Conte de Leon, Stalick, Jillepalli, Haney, &
Sheldon, 2017), they are ideal for Industry 4.0 environments. With the use of
Industry 4.0 and the Internet of Things, there will be a lot more microcomputers
with different sensors and capabilities. Hence, managing the tremendous data from
these devices will be a very burdensome job with traditional databases. However,
blockchain applications can be used in these kinds of environments because it
enables the use of newer technologies. In the recent studies concerning blockchain
structures developed for supply chains or distribution networks, the focus has
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naturally been on how these structures can be used to redesign the network among
suppliers and other parties in the supply chain along with the help of the technologies
provided by Industry 4.0 and Internet of Things.

Bitcoin can also be seen as a supply chain management tool for money. Through
Bitcoin software (or related crypto software) miners uncover Bitcoins (or other
related cryptocurrencies) and uncovered Bitcoins are held in a structure called a
blockchain. All users are on the blockchain, all transactions are processed through
the blockchain, and all transactions and user data are stored in the blockchain. We
can say that blockchain is both a Distributed Ledger Technology and it can also be
thought of as a Supply Chain Management (SCM) tool because it handles both
storage and distribution of money. From this perspective, the distributions through
the suppliers in a chain can be reconsidered based on the logic behind the blockchain
structure of the current cryptocurrencies, especially Bitcoin. This chapter proposes a
framework concerning this potential in order to manage and adjust the processes for
efficient distribution system over a particular scenario.

The paper is organized as follows: the second section describes the historical and
technical background of Bitcoin; the third section summarizes particular areas where
blockchain technology is utilized; the fourth section presents a framework for a
distribution system that was developed based on a blockchain. The fifth section
concludes the paper.

4.2 Historical Background of Bitcoin

Bitcoin is the most successful and widely accepted attempt at an anonymous
transaction system; however, it is neither the first nor the last. Logistics, communi-
cation, and cryptography have grown together throughout history. Caesar Ciphers
were invented 2000 years ago because the Roman Empire grew bigger and built
roads in order to control its borders and colonies, but messengers were commonly
killed or kidnapped resulting in important messages ending up in the hands of
enemies of the state. In order to secure the messages, different kinds of ciphers
were implemented, which were primitive compared to modern ones (Churchhouse &
Churchhouse, 2002). In the early twentieth century, similar reasons caused the
invention and decryption of the Enigma machine. It was only after Claude Shannon’s
seminal paper “A mathematical theory of cryptography” in 1945, that cryptography
was considered as a new branch of science (Shannon, 1945).

Bitcoin is defined as a “system for electronic transactions without relying on
trust” by its creator, Satoshi Nakamoto, in the pioneering white paper (Nakamoto,
2008). Just 2 months after the white paper was published, Bitcoin was implemented
in an actual working system. The first (or zeroth index number) block, the famous
genesis block, was created on January 3rd, 2009 at 8:15:05 PM UTC. With the
Genesis Block, the first 50 coins were created, or “mined” in Bitcoin terminology,
with a message as the coinbase parameter: “The Times 03/Jan/2009 ‘Chancellor on
brink of the second bailout for banks’”. The term, Coinbase, refers to the first



4 A Blockchain Based Framework for Blood Distribution 65

transaction in a block. It creates new coins from nothing. It is always created by its
miner. In this case, it was actually a side note to history by Satoshi Nakamoto himself
(Bitcoin, 2019; Coinbase, 2018). This coinbase entry is a direct reference to a Times
article and it is important in two respects: first, it proves that the first block was
created on or later than third of January 2009. Second, it highlights Nakamoto’s
distrust of the fractional-reserve banking system which he repeatedly reminded to
the bitcoin community with his forum posts from 2009 until his disappearance in
April 2011 (Davis, 2011).

In 1998, Wei Dai proposed “B-Money”, a crypto-based currency which also uses
Hashcash (Dai, 1998). Dai (1998) has pioneered ideas similar to blockchain (veri-
fying via a collective ledger book) like rewarding miner’s efforts and signing trans-
actions with digital signatures. Around the same time, Nick Szabo proposed “bit
gold” which is a distributed money system that can prevent the double spending
problem (Szabo, 2008). The concept was so similar to Bitcoin that many speculated
that Satoshi Nakamoto and Nick Szabo were the same person. However, unlike
Bitcoin, “bit gold” was never actually implemented. There were also many other
projects related to cryptography, finance, computer science, and monetary systems
that paved the road for the Bitcoin (Narayanan et al., 2016).

4.2.1 Technical Background

It is safe to say that the most important motivation behind Bitcoin was “distrust”. The
aforementioned white paper was not published in a scientific journal or in a respect-
ful magazine. It was first published on a cryptography mailing list at (archive, 2008;
metzdowd, 2019; wikizero, 2019).

The 1970s witnessed the birth of the modern cryptography with the development
of the Data Encryption Standard, the concept of a Public Key and early attempts at
hashing (Konheim, 2010). The first attempt at a cryptography backed currency was
David Chaum’s DigiCash in 1989. DigiCash eventually went bankrupt, but Chaum’s
works in Blind Signatures (Chaum, 1983) and anonymous communication (Chaum,
1981) have been the key concepts for Cypherpunks (Cypherpunk, 2019).

Bitcoin is a decentralized trustless system for electronic payments which also
maintains its users’ privacy (Nakamoto, 2008). Antonopoulos (2014) defines it as a
“collection of concepts and technologies that form the basis of a digital ecosystem”.
It has four major parts, these are the Bitcoin Protocol, Proof-of-Work, Consensus
Rules, and Blockchain. The Bitcoin Protocol is the network aspect of Bitcoin. It is a
decentralized peer-to-peer network.

Proof-of-Work is an algorithm that verifies the integrity and authenticity of
transactions.

Bitcoin and some of its predecessors used Hashcash (Back, 1997a) as a Proof-of-
Work (PoW) algorithm. Proof-of-Work can be considered the key to an extremely
hard but solvable puzzle; easy to verify but unlikely to guess. Blockchain uses
Hashcash for PoW, basically known as mining.
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Consensus Rules make Bitcoin a trustless system which does not require a
“trusted” third party. Transactions, nodes, and blocks are verified through Consensus
Rules. The blockchain is the most hyped aspect of the Bitcoin. It is basically a
distributed ledger technology (DLT) which does not require a trusted third party. All
data related to Bitcoin, is kept on the Bitcoin Blockchain. All the data is available to
the public and it is also used for verification and security purposes.

Of course, blockchain technology not only covers the Bitcoin system, it also has
provided new insights and inspirations for redesigning and rethinking other existing
systems.

4.2.2 Proof-of-Work

Proof-of-Work has been used as a synonym for Bitcoin mining for a while, however,
they are not exactly the same thing. Proof-of-Work, which is used as the consensus
mechanism in the Bitcoin Blockchain, was originally proposed to solve the junk
e-mail problem. The idea was that by requiring some computational work from the
sender, abusing the system would be more costly (Dwork & Naor, 1992). One of the
pioneers of cryptocurrencies, Hal Finney, developed a way to use reusable proofs of
work as an electronic payment method (Finney, 1997). Bitcoin used Finney’s
method for Bitcoin creation, which was also based on Adam Back’s Hashcash
(Back, 1997b). Proof-of-Work requires computational power, but as Bitcoin’s
value increased rapidly, its demand for power has increased too. This has resulted
in computational “puzzles” for miners that have become much harder to solve. The
Bitcoin Blockchain’s rules require that creating a block takes 10 min (600 s). In order
to achieve this 10-min goal, Bitcoin adjusts the difficulty of block creating after
every 2016 blocks generated (about 2 weeks). Basic mathematics suggests that when
the time is constant, and computing power increases, Bitcoin’s computational
puzzle’s difficulty level must be increased in order to maintain the Bitcoin creation
rate. For the first few thousands of blocks, Bitcoin could be mined using CPUs. Later
CPUs were abandoned in favor of GPUs, and GPUs were eventually replaced by
Application-Specific Integrated Circuits (ASIC) which were custom made for
Bitcoin mining purposes. In 2019, it is more than six trillion times harder to solve
the computational puzzle, compared to 2010. With the increased difficulty, electric-
ity consumption for Bitcoin mining has skyrocketed, and has even surpassed several
nations electrical consumption. The Bitcoin network consumes more energy than
most countries, which makes it an environmental threat (Krause & Tolaymat, 2018).
This threat has caused new innovations, such as Proof of Stake (POS) (Saleh, 2018)
and its variants, Proof of Space (PoSpace), Proof of Space-Time (PoST), Proof of
Activity, Proof of Importance, and Proof of Burn to achieve distributed consensus
(He, Guan, Lv, & Yi, 2018). There are also solutions like IOTA’s Tangle, directed
acyclic graph (DAG) technology variants and various other technologies which use
different data structures than blockchain (Cachin & Vukoli¢, 2017; Yeow, Gani,
Ahmad, Rodrigues, & Ko, 2018).
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4.3 Blockchain Technology

In 2014, one of the most important figures in the Silicon Valley, pioneer of the
internet revolution, Marc Andreessen claimed that Blockchain is the most important
innovation since the Internet (Crosby, Pattanayak, Verma, & Kalyanaraman, 2016).
Blockchain is the backbone of the Bitcoin-like cryptocurrencies, and all other major
parts of the cryptocurrency ecosystem are directly in touch with Blockchain. How-
ever, the roots of Blockchain date back to the early 1990s, when Haber and Stornetta
(1990) proposed ways to digitally timestamp data, hashing it and then linking it back
to back in chronological order. Wei Dai had the idea to use this method in
cryptocurrencies. Nakamoto invented the Blockchain and published it in his now
famous white paper (Nakamoto, 2008). Nakamoto did not use the term “Blockchain”
or “block chain” in the paper, however, he used the terms “block” and “chain”
67 and 27 times respectively. The Cryptocurrency community coined the term
“Blockchain” in time.

The invention of Bitcoin has proved that with its blockchain technology,
decentralized networks with proper consensus algorithms can be trusted without a
need for trusted third parties. For the first few years, blockchain was only used in
cryptocurrencies because the cost of setting up and operating nodes for blockchain
databases were high and people only undertook this risk with the motivation of
getting paid in cryptocurrencies. As the technology matured and went mainstream,
enhancements, alterations, and customizations to blockchains have been made.

Over the last decade years, we have seen that Blockchain can be used outside of
Bitcoin. Actually, blockchain is seen as the merger of the “database” and “network”
in computer systems, and it makes blockchain technology ideal for identification,
registration, distribution, transfer, and tracking of any digital asset. Blockchain, as a
database system, puts transactions together in blocks, encrypts them and links these
blocks to each other by starting each block with the previous blocks’ hash (Nofer,
Gomber, Hinz, & Schiereck, 2017). With the verification of each block, transactions
in the chosen block propagated through the network to all other nodes which keep
track of the chain of blocks.

Bitcoin and other alternative money systems based on Blockchain are called
cryptocurrencies because of the heavy usage of hashes. Hashes are generated via
hash functions and are widely used in cryptography, computer science, storage
management, and for other purposes (Konheim, 2010). Hash functions basically
take input data of any length and transform it into an output with a fixed length. Hash
functions have some common properties (Blockgeeks, 2017). Most importantly hash
functions are “deterministic” which means that every time the function runs; the
same input generates the same output. “Quick Computation” is important for the
efficiency of the system. “Pre-Image Resistance,” which makes it infeasible to find
the input from the output, is vital for security purposes. Additionally, small changes
in the input should change the whole hash, there should be no structured resem-
blance between two similar inputs. A hash function must be “collision resistant”
which makes it infeasible to have the same output from different inputs. “Puzzle



68 M. Cagliyangil et al.

Friendliness” is another concept, which makes hash functions ideal for Proof-of-
Work (mining).

4.3.1 Permissioned Versus Permissionless Blockchains

Some proof-of-work methods operate only on permissioned blockchains, some work
only on permissionless blockchains and some work on both. Permissionless
blockchains do not require any identification. Its participants are generally anony-
mous or pseudonymous, like Bitcoin or Ethereum. On the other hand, permissioned
blockchains require some kind of Know Your Customer (KYC) or Know Your
Business (KYB) procedures to allow a business or person to participate in their
blockchain. Even though there are some attempts such as ChainAnchor for ano-
nymous identities in the permissioned blockchains, anonymity is not one of the most
important features in this kind of blockchain (Hardjono, Smith, & Pentland, 2014;
Swanson, 2015). This little difference has a major effect on some properties of their
respective blockchain systems. Permissionless systems have some advantages such
as protection against identity forging attacks and lower control costs. However, it is
very important for these kinds of blockchains that rules and incentives are perfectly
clear and operational before the implementation, otherwise people and businesses
will not use it or abuse the blockchain (Peters & Panayi, 2016). The most obvious
advantages of the permissioned blockchains are their efficiency and scalability
compared to the permissionless blockchains. Permissionless blockchains generally
require each of their nodes to fully keep the database and propagate new blocks to
each of their nodes within seconds, thus permissionless databases are generally more
costly. For these reasons, Bitcoin and Ethereum Blockchain sizes are now hundreds
of gigabytes and Bitcoin has a limit of seven transactions per second, while
Ethereum can handle a maximum of 25 transactions per second. These hundreds
of gigabytes sized blockchains are also being kept on thousands of nodes which in
total accounts for petabytes of blockchain data, and it is stored only just for simple
transaction data. Conversely, transparency and centralization are major issues with
permissionless blockchains. Basically, with permissioned blockchains groups of
people or businesses can exchange goods, services, funds, and information securely
with each other while not completely trusting other sides (Androulaki et al., 2018).

Other than permissioned vs permissionless, there is another separation for
blockchain types: Public, Consortium, and Private blockchains. Public blockchains
are permissionless ones, everything is transparent to everyone and anybody can
participate. However, Consortium and Private blockchains are permissioned. Con-
sortium blockchains, sometimes referred to as Federated Blockchains, are used by a
group of different people and companies with predetermined rules, roles, and
authority (Voshmgir & Kalinov, 2017). Typically, platforms such as R3 Corda
and Hyperledger Fabric provide the infrastructure. Private blockchains are generally
used within an organization for traceability and accountability, the database can be
read from public or outside of the organization, but all “write permissions” such as



4 A Blockchain Based Framework for Blood Distribution

Table 4.1 Properties of different kind of blockchains
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Consortium
Property Public blockchain blockchain Private blockchain
Consensus All miners Selected set of nodes One organization
determination
Read permission Public Could be public or Could be public or

restricted

restricted

Immutability Nearly impossible to Could be tampered Could be tampered
tamper

Efficiency Low High High

Centralized No Partial Yes

Consensus process | Permissionless Permissioned Permissioned

Source: Zheng, Xie, Dai, Chen, & Wang (2017)

transactions, verifications, and identifications are kept inside the organization
(Buterin, 2015). In this context, Table 4.1 shows the main differences between
different types of blockchains.

Even though there are differences among blockchains, most blockchains share
some common characteristics and properties (Conte de Leon et al., 2017). They are
“ordered”, the data kept in the blockchains are ordered according to their rules. Their
blocks are “incremental”, the chains start from O or 1 and are linked back to back
with each other via timestamps in a linear way. They are “sound” which means that
each transaction can be verified using blocks. And of course, they all are “digital”.
Other than these characteristics, most of blockchains are virtually immutable, which
means, in order to change a past transaction, most of the blockchain data should be
changed as well, which is possible but infeasible. Also, other than some private
permissioned blockchains, blockchains are distributed.

Bitcoin Blockchain and its variants are also sometimes referred to as Blockchain
1.0, while Blockchains with “Smart Contracts” are referred to as Blockchain 2.0.
Nakamoto himself hinted in a post that Bitcoin has more capabilities than just
directing payment and bitcoin addresses have built-in support for escrow trans-
actions, third-party arbitration, multi-party signatures and more (Nakamoto, 2010;
Swan, 2015). He suggested exploring these technologies after Bitcoin becomes
popular.

4.3.2 Ethereum and Smart Contracts

In 2014 Vitalik Buterin, a teenage prodigy, criticized the Bitcoin Blockchain for not
being Turing-complete and other issues. He then proposed “A Next Generation
Smart Contract & Decentralized Application Platform” called Ethereum (Buterin,
2013). Ethereum has its own cryptocurrency called Ether but it is not limited to that.
The Ethereum Virtual Machine is a Turing-complete Blockchain, which in simpler
terms is a fully programmable blockchain. Turing-completeness says that anything
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can be computed with a Turing-complete program, can also be computed with
another Turing-complete program (Kepser, 2004). So, Ethereum does not limit its
users’ capabilities with its programming language as Bitcoin does. Ethereum is
considered the first Blockchain 2.0 application, because of its capabilities and
similarity to the visions of Nakamoto and other Bitcoin enthusiasts. Smart contracts
in Ethereum are generally small programs that bind the transaction to a statement,
such as “if team A wins, send X Ether to ABC address”. These smart contracts and
other programs can be written in several programming languages, according to the
developer’s choice, but most popular Ethereum language is Solidity which is similar
to C and JavaScript programming languages. There are other Ethereum program-
ming languages like Serpent, Vyper, LLL, Mutan and JULIA. ..

The emergence of Ethereum with its new capabilities, has started a new era for
blockchains. Businesses realized that with the new programmable blockchains, they
could migrate some of their business processes to blockchains, and by doing so they
could decrease their costs and improve security and traceability while making their
organization more transparent to the public. Most importantly, they realized that they
can seamlessly integrate their forward and backward logistics channels and resolve
most chronic problems such as inventory costs, system incompatibilities, commu-
nication problems, human errors, system errors and fraud, all without trusting a third
party.

One of the most important problems in the big data era is to find out the source, or
in broader terms, determining provenance (Kim & Laskowski, 2018). Since there are
vast amounts of data which flows constantly and rapidly, it is difficult to trace or
keep track of each data point by traditional methods. The same situation applies to
actual goods, services and, information. With traditional supply chain management
technologies, organizations tend to use barcode or RFID like technologies through
their supply chain, but once the product is out of their chain, they may be unable to
trace or transfer historical data related to the product to their customers or partners.
Furthermore, in most cases, they do not have any data before packaging. In 2018, the
romaine lettuce crisis happened, when somehow romaine lettuces were contami-
nated with the deadly Escherichia coli bacteria. More than 200 people in 36 states of
the U.S. were infected and at least five people died (Fox, 2018). Authorities failed to
find out the origin of the outbreak in time, so all romaine lettuce in the U.S. had to be
thrown away out. After the incident, companies like Walmart decided to enforce the
use of blockchain to all its suppliers in order to be able to trace their product from soil
to the dinner table (Smith, 2018). By using blockchain, the root of the problem can
be traced back within seconds, instead of days or weeks, and customers can trust
their foods’ safety. Also, blockchain gives markets much-desired agility and the
ability to act immediately in that kind of crises.
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4.3.3 Application Examples of Blockchain

Different blockchains have been created for different purposes such as financial
services, games, intellectual property (IP) protection, insurance, healthcare, voting,
identity verification, registration, provenance, and supply chain management. With
the implementation of smart contracts, blockchains have become even more com-
patible with industry 4.0 standards. The entrance of logistics and information
technology giants such as DHL and IBM have attracted attention to supply chains
empowered by blockchains. Although blockchain is just a 10-year old technology, it
has affected many businesses and industries. It clearly has the potential to change the
world radically.

Apart from physical goods, researchers have shown that digital supply chains,
which exchange information related to finance, production, design, research, and
competition can benefit from the implementation of blockchains. Blockchain appli-
cations with functionalities like timestamping, constant monitoring and tracking all
act as facilitators in a supply chain. Money is just like other goods, constantly
changing hands throughout the world, however, due to strict regulations and out-
dated technology standards, transferring money, even digital money, is much harder
than most of the other goods. As Sorkin reported in his book, in the midst of the
infamous 2008 crisis, Japan’s biggest bank, Bank of Tokyo-Mitsubishi UFJ, had
acquired a part of Morgan Stanley, one of the biggest banks in the USA (Sorkin,
2010). The interesting part is, Morgan Stanley was out of cash at that time and in
order to sustain its business, it needed that money from the deal immediately.
Unfortunately, when the deal was made on Monday, October 13th, 2018, both
American and Japan banks were closed due to a banking holiday in both countries.
So, the world’s largest check, valued at nine billion dollars (Time, 2012), was written
and signed on a piece of paper with a pen, then executives from Japan’s biggest
bank, physically went to Morgan Stanley and hand-delivered the check. This
happened in the age of the internet and instant communication. This example
showed that changes were needed in the monetary system, which had not thought
of any advancing changes for hundreds of years.

The blockchain structure has offered a good alternative to SWIFT for money
transfers. Bitcoin can be sent within minutes, though, for safety reasons, bigger
transfers are generally confirmed with 3—6 blocks confirmations (30-60 min on
average). The blockchain mechanism is also extremely reliable. The Bitcoin network
has been functional for 99.98% of the time since the creation of its genesis block
(Bitcoin Uptime, 2019).

The transaction fee of Bitcoin is affected by its market price, traffic congestion,
and other factors, however, it has been less than $1 since February 2018, and as of
March 2019, it is around 20 cents per transaction (Bitcoin Transaction Fees, 2019).
For these reasons, some logistics companies have experimented with replacing fiat
currencies with Bitcoin (Almeida, 2018). Bitcoin has many superior features; how-
ever, Bitcoin is not ideal for some supply chains because some supply chains and
businesses aim for split second transfers instead of minutes. They aim for no-fees
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instead of paying cents or dollars. Visa can handle tens of thousands of transactions
per second, while Bitcoin can only handle seven. So, different blockchain-based
alternatives appeared in order to solve this kind of problem. One of the earliest
implementations was Ripple, which is rooted back to 2004, but has transformed
itself and gained popularity with its cryptocurrency XRP in recent years. It focuses
on fast and cheap money transfers.

More than 50 banks, such as Akbank, Bank of Tokyo-Mitsubishi UFJ, Santander
and BBVA are members of RippleNet and they use Ripple to transfer money
internationally via the Ripple network (Patterson, 2017). While Ripple aims at
banks, its closest competitor Stellar aims to reach two billion adults with no bank
accounts, by facilitating its community and its “lumen currency” (XLM) with
minimal transaction fees, currently less than a thousandth of a cent (Stellar, 2019).
On the other hand, Ripple’s traditional competitor SWIFT announced that they
partnered with blockchain consortium R3 Corda for its global payment innovation
for fast and frictionless international payment operations (Copeland, 2019; Swift).
As mentioned earlier Corda is an open source permissioned blockchain platform for
businesses, concentrated on finance. Instead of using a public blockchain like
Bitcoin or Ethereum, Corda gives options to its clients to decide on who gets access
to their transaction data. Corda is also capable of smart contracts which allow
automatic transactions for its clients.

Just like Corda, Hyperledger is also an open source permissioned blockchain
project platform. The Hyperledger community, led by the Linux Foundation and
IBM, created a blockchain ecosystem, which they called Hyperledger Greenhouse,
consisting of different but related frameworks and tools (Hyperledger, 2019). In the
greenhouse, different projects interact and “pollinate” each other, thus enhancing
each other while creating new projects. The Hyperledger Fabric framework is the
focal point of the Hyperledger ecosystem, and it takes container technology further
to introduce smart contracts called “chain code” that can be covered throughout the
system (Hyperledger, 2019). Apart from the infamous romaine lettuce incident, there
were 17 more reported food borne illness outbreaks in the USA in 2018. In order to
react to a possible outbreak, Walmart measured how much time they needed to trace
the provenance of their mangoes and found out that it would take about 7 days. After
that, they partnered up with Hyperledger Fabric and reduced this time to just 2.2 s.
Due to the massive success of the implementation, Walmart now traces 25 different
products with Hyperledger Fabric blockchain.

Provenance is important not only during crises, it is also important for sustain-
ability and ethics. One of the earliest blockchain startups gets its name for what it
does, Provenance helps companies to increase their supply chain transparency
(Provenance, 2019). Opaque supply chains can hide ethical problems such as the
use of slavery, war crimes or child labor, and also quality issues such as authenticity
of certification frauds. Provenance uses smart NFC tags, and QR code labels to link
products to their data at every step of its supply chain. Provenance has created a
platform for producers to put their proofs on an immutable blockchain, so that
end-customers can track what they really have bought by scanning QR codes or
tapping on NFC tags.
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With this blockchain-based technology, consumers can check their food’s origin,
freshness, and the authenticity of its certifications such as whether it is organic,
allergen-free, halal, kosher etc. Consumers can check if the people who have stitched
their new jackets and the person who has sold that jacket in the store have gained fair
payment for their work. They can even see from which animal their jacket’s yarn is
made from. Furthermore, it rewards quality and ethical producers, they can tell their
stories by creating digital history, show their resources to their customers with
proofs, differentiate from other brands more easily and gain customer trust. It also
enhances collaboration and integration within a supply chain by creating a unique
digital passport for each product, through which any defect would be detected easily.

Provenance is one of the first startups to concentrate on supply chain transparency
using blockchain, however it is not the only one. There are more similar startups
such as EverLedger, edgeVerve’s NIA Provenance, AgriLedger, Trust Provenance,
Circularise, bext360, TE-Food and Blockverify (Everledger; Edgeverve; Agriledger;
Trust Provenance; Circularise; bext360; TE-Food; Blockverify).

Tracking the current location of a product is very different from tracking where
the product has been. Global shipping leader Maersk, partnered with IT giant and
blockchain pioneer IBM in order to create TradeLens, a global blockchain platform
to improve visibility across supply chains and eliminate inefficiencies caused by
legacy systems (Scott, 2018). TradeLens is based on the Application Programming
Interface (API) integration on a centralized blockchain and they are currently testing
their solutions.

There are lots of blockchain-based solutions for maritime logistics. ShipChain
unifies tracking and tracing with its Ethereum-based smart contracts and side-
chained blockchain (Briggs, 2018). Global Shared Container Platform (GSCP) is a
freight container registry blockchain platform which aims to allow the industry to
keep real-time track of all containers and manage container handling transactions
(blockshipping, 2019). T-mining is a framework which enables building blockchain
based decentralized networks with reusable smart contracts on demand for maritime
logistics. Wave, CargoX and Zim have blockchain based solutions to eliminate bill
of lading with smart contracts, and TallySticks tries to eliminate all related proforma
invoices, purchase orders and related attachments (Wave; CargoX; Zim;
Tallysticks). Blockfreight, BitNautic and many other projects also compete to
become the leaders of blockchain in the shipping industry (Blockfreight; BitNautic).

The energy industry also has various solutions for its supply chain using
blockchain. LO3 Energy enables peer-to-peer transaction of electricity with its
innovative grid and blockchain system (The Future of Energy, 2019). Irene is an
energy management platform built on Stellar blockchain (Irene). SolarCoin is a
cryptocurrency, based on solar energy production (SolarCoin). Electron, Power
Ledger, Energy Web, Enerchain, Elon City, We Power and many more blockchain
startups are trying to make changes in the energy sector (see Electron; Power Ledger;
Enerchain; Elon City; We Power).

There are also some blockchain projects that promise to handle all supply chain
processes, such as OriginTrail, EximChain, skuchain, Hijro, Waltonchain,
VeChainThor, Zerv, BiTA, Olistics, kouvola.innovation, CargoLedger, Modum
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(OriginTrail; EximChain; Skuchain; Hijro; Waltonchain; Kuovala.Innovation;
CargoLedger; Modum).

There are considerable number of blockchain based projects, in every industry,
throughout all over the supply chain. Some focus on a niche problem, some take a
holistic approach and manage the supply chain end-to-end. Some projects have
failed already, while most of them are burning cash and are about to fail. However,
new projects that integrate supply chain and blockchain appear regularly. There is
still room for new projects, but the space is being invaded by industry giants and
only the projects that solve crucial problems, optimize the blockchain trilemma by
optimizing scalability, decentralization, and security with good incentives seem to
thrive.

4.4 A Proposed Framework for a Supply Blockchain:
KanChain

Business supply chains are not the only ones making use of the blockchain technol-
ogy. Healthcare supply chains are not as common as others, but they may be
considered more “vital”. Considering the intimacy of healthcare data, blockchain
solutions are more suitable for healthcare supply chains. However, there are not yet
that many blockchain solutions for healthcare. Holbl, Kompara, Kamisali¢, and
Nemec Zlatolas (2018) has reported that although blockchain technology research
in healthcare is increasing, it is mostly used for data sharing and recording data,
while using it for supply chain management is rare.

Some companies like Imperial Logistics and FarmaTrust use blockchain to
manage pharmaceutical supply chains (business review webinars, 2019; FarmaTrust,
2019). There are some other experimental projects such as OrganTree and Dhonor
Blockchain to connect organ donors, recipients and practitioners by using incentives
such as paying for funeral costs (Organ Tree, 2019; Dhonor, 2019).

There are also some proposals for blood donation tracking. BloodChain and
SmartBag focus on preventing contamination in the supply chain and on reducing
the spread of HIV in developing countries (BloodChain, 2019; Giwa, 2018).
Another project, also called BLOODCHAIN, focuses on motivating blood donors
by giving monetary returns. Even though some projects seem futuristic or are in an
ethically gray area, most of them are technically feasible. However, building a
blockchain just because it is feasible is generally a waste of time and valuable
resources. Wiist and Gervais (2018) have proposed a flow chart to determine
whether to use blockchain or not. So, according to the flowchart (Fig. 4.1) is there
a need for blockchain in blood donation tracking?

A blood donation can occur in blood donation centers, hospitals, mobile donation
centers and in any kind of certified healthcare institution and it has to be immediately
analyzed and recorded on a database. In most countries, trusted third parties (TTP)
are governmental databases which have lower than industry uptime. As mentioned
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Fig. 4.1 Framework for blockchain decision. Source: Wiist & Gervais (2018)

earlier, data writers must have some kind of certification, so they are all known.
However, blood data is very intimate, so users cannot trust all writers with using
their blood data well and responsibly; they might suspect them of abusing their blood
data. Public verifiability is not required and not possible for this kind of data. So, the
flowchart recommends using Private Permissioned Blockchain for blood donation
supply chain.

At this point, this study proposes an alternative Ethereum-like blockchain, we call
KanChain, for the blood donation supply chain (Fig. 4.2).

The chain would work with respect to the following rules and principles:

¢ In this blockchain, “write permissions” are given only to certified blood donation
centers (CBDC) throughout the system.

* Every donor is introduced to the Blockchain via KYC-like registration in CBDC:s,
with their country code + their social security/identity number, and a password.

* Once they are introduced into the system, a donor’s identity is anonymized via
hash functions. The donor will have public keys, and their password-protected
account will act like cryptocurrency wallet.

* Transactions can only be associated with donors by the control body of the
blockchain, which can also give access to users if they forget their password.

* Once blood is taken from donors, all the data about the blood will be put on the
KanChain, donors can track their blood analyses in real-time by logging on to
their account and will be notified when their donation is used.

¢ Each donor receives a KanCoin (token) from their CBDC after their donation is
accepted.
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Once a hospital needs a certain type of blood, it can search for it through the
blockchain, the optimized results according to availability (distance, country,
scarcity et cetera) will be shown to the requester. An automatic message will be
sent to the top available CBDCs with a smart contract attached with KanCoin and
the first CBDC to approve the transfer gets coins and sends the blood.

Initial KanCoins will be distributed to CBDCs according to their blood supply.
Persons can either be a donor or blood recipient, according to the transaction type.
For each donation, both CBDC and donor will get I KanCoin (CBDC +1, Donor
+1, System —2).

For blood transfusion, if a blood receiver (BR) has 0 KanCoin and CBDC has
more than 1 coin, CDBC will give 2 KanCoins to the system (CDBC —2, System
+2).

If both have more than 1 KanCoin, both BR and CBDC pay 1 KanCoins to the
system (CDBC —1, BR —1, System +2).

If BR has more than 1 KanCoin, CBDC has 0, BR pays 2 KanCoins to the system
(BR —2, System +2).

If both BR and CBDC have fewer than 1 KanCoin, then they can transfer
KanCoin from a person or CBDC (another CBDC or Donor —2, System +2).
Transfers can be realized through the blockchain, and donors can transfer their
KanCoins to CBDCs and special entities called Charity.

Person-to-person transactions are prohibited, because of possible ethical
problems.

In order to prevent hoarding, donors can have a maximum of 6 KanCoins, they
have to donate excessive KanCoins to Charities. Charities can donate KanCoins
to persons and CBDCs in need.

The system starts with O coins and credits 2 coins for each donation, while debits
2 coins for each transfusion.

Just by looking at the changes in the System’s KanCoin numbers change in blood
supply can easily be traced.

Only the System has permission to hold a negative number of KanCoins.

The initial KanCoin in the system is equal to two times that of the available blood
supply units (2 KanCoins for a unit of blood is distributed) and initial System coin
is 0.

If system has a positive number of coins, it means there are more transfusions
than donations since the system initialization. If system coins are negative, it
means there are more donations, than transfusions. In order to account for
inventory losses (blood cannot be used), the system controls unused blood
every month and burns 2 KanCoins from the related CBDC’s account (CBDC
—2, System 0).
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4.5 Discussion and Conclusion

In this study, we have reviewed the basics of Bitcoin-like cryptocurrency systems,
especially the blockchain mechanism, its variants and different application areas. We
have also proposed a new blood-supply management system based on an Ethereum-
like blockchain which would be more effective (i.e., minimizing the waste and
maximizing the delivery cost and time) at delivering quality of service and products
could be performed from donors to blood accumulation and distribution centers and
patients at hospitals and health centers.

With this blockchain, cross-border searches for suitable blood for certain types of
blood transfusions (e.g. stem cell) can be done easily. Donors would get more
motivated, because they would be sure that they are donating to people in need
and they have the ability to use their blood in future for themselves or for people they
care about, moreover they have the option to choose from Charities to donate their
blood. Blood Recipients do not have to care about anything unless there is no blood
supply in their CBDC; however, normally when there is a scarcity of blood, BR
generally must find their own blood or barter blood. Through the implementation of
the KanChain, they can get it on the blockchain. CBDCs would manage their supply
chain better by means of tracking their KanCoins. Any problem related to blood can
be traced back immediately, while privacy of donor is protected. A blockchain based
supply chain solution for blood donation could be beneficial to all of its stakeholders.

The model proposed here can be generalized to other similar areas like organ-
donorship and could work both intranationally or internationally by integrating
country-wide systems based on the aforementioned mechanism. Additionally, policy
makers could regulate the systems by adopting appropriate regulations and encour-
aging donations.

Further studies can be done based on simulating the proposed systems with real
application scenarios and more specifically, developers could customize the
Ethereum blockchain mechanism for the blood donorship area.
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Chapter 5 )
Developing a Supportive Culture in Digital <z
Transformation

Giiney Cetin Giirkan and Giilsel Ciftci

Abstract Nowadays, technology has become an indispensable part of our lives.
Technology plays a major role in our daily lives, even in important areas such
as health, banking and education. Being aware of this, organizations adapt these
technological developments to themselves in order to satisfy customer needs in a
timely and complete manner and not to fall behind in a fiercely competitive environ-
ment. In particular, organizations that want to develop web-based electronic sales
networks and to be one step ahead of their competitors focus on digital trans-
formation. Organizations have to carry out organizational change in accordance with
these processes in order to sustain their commercial assets. Organizations create a digital
culture by adapting their culture to the new format in order to be successful during this
challenging process. Culture is the most important element for the continuation of the
core values and the participation of the employees with least resistance. Thus, the study
examines the effect of digital transformation and culture on this transformation process.
Information is also provided about the digital organizational culture.

5.1 Introduction

In recent years, the integration and use of new digital technologies has become one
of the most urgent requirements for companies. Sectors are under a lot of pressure to
make their digital transformations a strategic priority and adopt the opportunities
offered by the latest digital technologies. Fitzgerald et al. defines the digital trans-
formation of a company as the use of new digital technologies, such as social media,
mobile, analytics or embedded devices, in order to enable major business improve-
ments like enhancing customer experience, streamlining operations or creating new
business models. As such, the digital transformation goes beyond merely digitizing
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resources and results in value and revenues being created from digital assets
(Horlacher & Hess, 2016).

A strong and positive organizational culture is critical to promoting the sharing
of skills, resources and knowledge, learning and development (Bollinger & Smith,
2001). Especially in the process of an organization adapting new practices, culture
plays a very important role in encouraging members of the organization to adopt
these practices. Technological innovations are seen as a challenging process by
members of the organization and those who do not get tired in this process resist
this period of change Digital transformation removes the barriers between people,
businesses and objects that hinder businesses in every sector. Upon removing the
barriers, new products and services can be created and more effective ways of doing
business can be found.

Businesses make strategic efforts to increase their ability to compete more effi-
ciently and perform IT-assisted transformations. In recent years, digital technologies
have started to transform business strategies, business processes, company capa-
bilities, products and services. These digital technologies are a combination of
information, computing, communication and connectivity technologies and have
become central to the transformational activities of organizations. Accordingly,
companies that have undergone digital transformation make attempts to discover
and use new digital technologies. This digital transformation goes beyond the
digitization of resources and involves the transformation of major commercial
activities, products and operations that results in advanced or completely new
business models and leads to development of values and revenues generated by a
company from digital assets (Horlacher, 2016).

Fitzgerald, Kruschwitz, Bonnet, and Welch (2014) conducted a very compre-
hensive research about managers, which showed that the business world was aware of
the importance of digital transformation. However, the same managers stated that
there are obstacles, such as insufficient funds, lack of vision, inadequate leadership
skills and organizational culture, to digital transformation. Organizational culture is
required to induce a structure to accept and adapt to change in order to support digital
transformation. Transformational changes in strategy, leadership and organizational
culture are needed to implement digital transformation. Successful organizations
should benefit from strategy, culture and leadership to take advantage of the digital
transformation potential of the business (Schwertner, 2017). Digital transformation
is an important process using digital artifacts, systems and symbols within and
around the organization, updating the existing culture or creating a new culture
(Bounfour, 2016). According to Liebowitz (1999), 90% of the success in informa-
tion management, which is the basis for digitalization and digital transformation,
results from building a supportive organizational culture while developing these
information management systems. Therefore, organizational culture and information
technology should be addressed together. It is foreseen that organizational culture
will be the basis for the realization of digital transformation in organizations.
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5.2 The Steps to Digital Transformation

The path to digital transformation can be evaluated from two different perspectives.
The first is the realization of the macro-based (evolution of industries) digital
transformation from the micro-based (converting information into a digital format)
digitization, which can be perceived as a process of the digitalization. The second
point of view is that the digital transformation of developing technology becomes
inevitable with the latest Industry 4.0 along with industrial evolution. The concepts
of digitization and digitalization, which form the basis of digital transformation, are
often used interchangeably. The terms digitization and digitalization are relatively
new concepts that emerged from the development of information infrastructure and
technologies that underlie the use of the Internet after the proliferation of the network
(Caputa, 2017). More specifically, digitization is the conversion of a physical
element from analog to digital representation in order to digitalize and automate
operations or work flows (De Clerck, 2016). Digitization is a series of activities
aimed at converting analog sources into an equivalent and useful digital resource.
These activities include the preparation, formatting, identification and sharing of the
resources; the final result might be the creation of a digital copy on the Internet for
users (Caputa, 2017).

The digitization process, which enables all available information to be accessible
in digital format, converts the traditional types of information storage such as written
documents and photos into binary codes (1’s and 0’s) in computer storage devices.
The expression of the data as 1’s and 0’s facilitates their creation, matching,
compression, propagation, analysis and organization. Digitization thus allows the
production of information that can be expressed in many different ways, in many
different types of material and in many different systems (Brennen & Kreiss, 2014).
Digitalization is “the use of digital technologies to change a business model and
provide new revenue and value-producing opportunities; it is the process of moving
to a digital business” (Gartner IT Glossary, 2018).

Fitzgerald et al. (2014) gathered enterprises under four groups in terms of digita-
lization. The first group is beginners, which are enterprises using e-mail, Internet and
various in-house software, but which are quite slow to adapt to advanced technolo-
gies. The second group is conservatives, which are non-audacious enterprises when it
comes to new technologies, although they have a vision and effective structure in
terms of adapting to technology. The third group is called fashionista and are very
willing to adapt to new technologies. However, they are not sufficiently coordinated
to be a digital business and do not have a clear vision. The last group is called digirati
and have a strong vision of new technologies. They can adapt new technologies to
their businesses very quickly and turn digital transformation into value. The trends of
digitization and digitalization have become a significant component of competition
by encouraging digital transformation initially on the basis of business, industry and
global competition. Digital transformation is a change where digital artifacts, systems
and symbols are used within and around the organizations (Bounfour, 2016). This
process, which is the digital evolution of a business, business model, idea
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development process or method, must take place consciously and continuously, in
both strategic and tactical dimensions (Mazzone, 2014).

The necessity of digitization and digitalization are accepted as the basis for digital
transformation to take place. It is not possible for big changes such as digital
transformation to occur in a very short time in both businesses and industries.
There are some stages that both businesses and industries need to complete for
digital transformation to take place. The success in business transformation consti-
tutes the basis for transformation within the relevant industry. That is, the possibility
of digital transformation at the industry level is proportional to the efforts of
businesses for this purpose.

The emergence of the need for digital transformation has a history that goes back
to the industrial revolution, which is considered to be industry 1.0. This period is
called industry 1.0 or the industrial revolution, because the use of steam power in
machinery significantly changed industrial production. The use of steam power,
which enabled production capacities that were not possible with manpower, also had
an impact on the structural and physical properties of the production areas. Since the
machines of that period were quite large, problems occurred in positioning produc-
tion areas (Gorgiin, 2016). However, technical innovations emerged in the textile
industry and later in the chemical industry, which caused changes in both production
and consumption patterns (Kiiciikkalay, 1997). The development of industrial
machinery triggered major changes in production and consumption in the world,
and then in the social field. Developments in some areas were milestones that still
affect communication technologies today. For example, the use of the electronic
telegraph by Samuel Morse in 1842 in the field of communication and Alexander
Graham Bells’ patent for the telephone in 1877 (Ryan, 2016) coincide with the
so-called industry 1.0. The period in which binary number systems that enable
digitization began to be discussed is considered Industry 1.0. Therefore, it is
important that mechanization, communication and some scientific developments,
which constitute the infrastructure of the digital age, date back to that period, even if
it does not start at that time.

Although the exact dates cannot be specified, it is accepted that industry 2.0
started in 1870 and continued until 1989 when the east block collapsed. This is the
period in which steam power was replaced by electricity and the assembly line was
directed by electricity in production. The industrial use of electricity was first seen in
slaughterhouses in the USA (Egilmez, 2017). Henry Ford used this method to
develop the mass production line through benchmarks, and the mass production
line greatly changed the industry (Geng, 2018). The replacement of coal with
petroleum in the same period brought about changes in both industrial production
and transportation (Gorgiin, 2016). Until World War II, production and consumption
continuously increased and triggered technological developments in the world. The
post-World War II production stagnation and the effort to rapidly compensate for the
damage to large economies led to different production and business models imme-
diately after the war. In the 1960s, the proliferation of computers called “main-
frames” that could serve thousands of users was an important step on the path to
digital transformation. These computers facilitated the functions that businesses
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performed. In 1968, electronic chips were developed to pave the way for personal
computers (Karahasan, 2012). The development of personal computers was possible
when the Internet became suitable for everyone to use in 1990s. In the 1980s,
personal computers were released onto the market, computer usage and information
technologies became very popular in businesses as well as the proliferation of the use
of e-mail. Also in the 1990s, the widespread use of integrated management software,
such as the development of customer relationship management-like practices,
brought about a significant change. During the same period, the surprising spread
of the Internet also accelerated with businesses being part of the digital trans-
formation (Leignel, Ungaro, & Staar, 2016). In the 1990s, www (world wide web)
became widespread and businesses added to their competitiveness with their own
corporate web pages (Karahasan, 2012).

Some people think that the third industrial revolution started in the early 1970s,
while others consider it began with the fall of Berlin Wall. From the first point of
view, the third industrial revolution started with PLCs moving automation forward
in production. According to the second point of view, both the production models
and the markets of the capitalist and communist economies were separate from
each other in the bipolar world before the fall of the Berlin Wall. After this date,
an important market emerged for capitalist economies and the balance in the world
were re-established (Gorgiin, 2016). Along with the changing balance in the world,
the efforts of industries to increase consumption considerably increased and access
to international markets became easier. The production processes became more
automated as computers were more involved in these processes. The outgrowth of
the Internet was between 1991 and 1997. The Internet grew by 850% annually
between these years (Ryan, 2016). The substantial increase in the demand and
supply on the Internet is the milestone for digital transformation.

Since Industry 3.0 is the period in which breakthroughs to make production
models more sustainable gained momentum, it forms the basis for the idea of
Industry 4.0, which plans robotic production supported by less use of
non-renewable electricity resources to dominate industrial production. Industry 3.0
did not last for a very long period. The most important reason is the introduction of a
transformation called industry 4.0 in Hannover Messe in Germany in 2011. This
transformation corresponds to the huge leap in industrial production which the
German government transformed into a state strategy. Initiated with the aim of
making Germany the smartest factory in the world with its innovative production
structure (Geng, 2018), this process still continues. Although it started in Germany,
all the developed economies of the world rapidly strove to catch the train of industry
4.0. The key technologies of industry 4.0, which are considered to be significant and
pioneer industrial development and change in the world, have an important role in
the realization of artificial intelligence, the Internet of things, machine learning,
cloud systems, cyber security and adaptive robot radical changes (Sarvari, Ustundag,
Cevikcan, Kaya, & Cebi, 2018). Along with the proliferation of Industry 4.0, also
known as the digital industrial evolution taking hold of all industries, it will be
possible to reduce human error with the development of artificial intelligence, to be
able to make production in many places outside of factories with three-dimensional
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printers and to complete cheaper, better quality and more cost-effective production
as well as providing robots which communicate with each other, can perceive media
with their sensors and can analyze data to take over production (Ertugrul and Deniz,
2018). The only way to adapt these technologies, which are of great importance for
Industry 4.0, in production processes is to complete digital transformation. Devel-
oping technologies are seen to be the most important factors leading to the next
evolution in industry. Accordingly, all industries evolving towards digital trans-
formation must at least comprehend the importance of industry 4.0 and begin to
position their strategies for progress to achieve competitive advantage.

5.3 The Importance of Culture in Change

According to Herbig and Dunphy (1998), culture is an all-inclusive communication
system involving the biological and technical behaviors of human beings in verbal,
non-verbal and written manner. Culture is the sum of a lifestyle that includes things
such as expected behavior, beliefs, values, language, and life practices shared by
members of a society. It is the sum of values, characteristics or behaviors shared by
people in a region. Culture is a pattern of basic assumptions taught and transferred to
new members of a group to create similar thoughts, feelings, perceptions and
attitudes towards the same kind of situation (Kreitner & Kinicki, 1995). Managers
teach culture to members of the organization through their own behavior and
develop the existing culture (Lucas Jr & Goh, 2009).

Organizational culture cannot be ignored during organizational change. Organi-
zational culture is the control of norms that show the attitudes, beliefs, assumptions
and expectations of the employees in the same organization as well as the activities
that determine the behaviors of individuals and the relationships between them
(Akbaba, 2001). Organizational culture refers to the general judgements and behav-
iors of the organization and the basic assumptions that provide group learning in the
solution of external and internal adaptation. Organizational culture can be expressed
as the basic philosophy that shapes the decisions and practices of employees and
customers. Generally speaking, organizational culture is the way in which activities
are carried out in the organization or an indicator of how the organization works
(Ozmutaf, 2007). Organizational culture affects the way people consciously and
unconsciously think, decide, and ultimately perceive, feel and act. Organizational
culture has a significant impact particularly in areas such as performance and loyalty
support (Lok & Crawford, 2004). Employee motivation and their cooperation trends
are the determinants of organizational culture. It is necessary to understand the
informal structures, processes and actual organizational culture within the organi-
zation as much as possible in order to transform organizations (Leodolter, 2017).

Organizational culture shapes organizational cognition and has an important role
in organizational change. According to Barutcugil (2004), change in an organization
takes place in three main dimensions:
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* Change in organizational structure: The change in organizational structure is
more related to formal organizational structure. Thus, examples include organi-
zational rules, responsibilities, systems and processes, extent of control area,
principles and rules to create a department and job descriptions of employees.

¢ Change in technology: Many elements such as the tools of the information
age (computer, printer, fax, scanner, CD, DVD, flash disk, etc.) and connections
(such as Internet, intranet or extranet) as well as software used in computers, other
communication tools (mobile phone, television, radio) and computer-aided
manufacturing systems are continuously renewed. Therefore, organizations
have to keep up with technological innovations.

¢ Change in human beings: This is the change in people’s behavior, knowledge
and experience. As suggested by Clement (1994), perhaps the smartest way is to
look for ways to work with existing culture instead of trying to change culture to
transform the organization.

Organizational culture is very important for organizations existing in a constantly
changing and developing environment. Organizations need to adapt to rapidly
changing internal and external environmental conditions for their survival, growth
and development. It is necessary to have some common values in the organization
and to work within the framework of these values in order to fulfill this obligation.
Changing organizational culture is a very difficult and time-consuming activity. The
change in organizational culture is generally based on the aim of creating employee
loyalty, increasing efficiency and productivity, and providing adaptation to the
environment (Kosa, 2011). The success of change in an organization depends
particularly on the adoption and acceptance of these practices by employees. The
results of change cannot be expected to be positive in an organization where
employees do not believe in the necessity for change. Therefore, employees’ atti-
tudes towards change should be known before starting organizational change stud-
ies. Thus, possible resistance can be prevented and planning, implementation and
evaluation studies can be conducted in accordance with the attitudes of employees. It
is possible to say that the success of a change process is directly proportional to the
tendency of the employees of the organization and the culture that dominates that
organization (Demirtas, 2012).

It is necessary to change the organizational culture itself when it cannot adapt to
changes involving either intra-organizational understanding and changes in practices
(customs, ceremonies, reward systems, recruitment criteria, leaders, organizational
performance, organizational growth) or non-organizational environmental changes
(such as crisis situation, the presence of a new technology, increased competition,
change in market share and legal changes) (Erdem, 2001).

If there is a change in the organization, the culture can be used for members
of the organization to adapt to this process. An example of this is the process of
creating Alibaba’s organizational culture. Other companies operating within Alibaba
launched a new application to create the right organizational culture. The CEO of
Gem3, one of these companies, noticed that he had a connection with employees
born in 1970s just like him, but there were differences between him and the younger
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employees born in 1990s. He found that the younger generation was not under
financial pressure and paid less attention to compensation. They were more
concerned about the working conditions and the organizational atmosphere, and
they attached more importance to whether the company would regularly organize
parties, karaoke and other team events. Then, the CEO thought, “why do we need
organizational culture?” However, he concluded that even a business in which a
single person was working needed organizational culture, vision and goals after
training and travel were organized, because culture, vision and goals are a road map
for the future efforts of businesses. A team with the right talents, skills and culture
can completely benefit from technological functions and competitive advantages
provided by digital transformation (Li, Su, Zhang, & Mao, 2018).

The ability of an organization to adapt to change is possible only if there is a
positive attitude towards the people who constitute the culture of the organization. If
an organization generally develops a negative attitude towards change, seeing it as
useless and meaningless, then that organization will resist change. If so, an organi-
zation must first have a positive attitude towards people, culture and change in order
to be able to change (Tokat, 2012). Schein (1996) suggests that cultural values play
an important role in the environmental perceptions of managers and in structuring
their opinions to determine the appropriate organizational attitude. It is considered
that cultural values nourish and influence the strategy formation process, results and
strategic orientations of senior executives (Fig & Wasti, 2009). Creating a highly
innovative trend, a link in the chain of change, requires an organizational culture
with efforts in this direction.

Organizational culture impacts the selection of adequate organizational change
management in the same way it impacts all other aspects of management. For
example, if the value of flexibility dominates the organizational culture, it means
that the organization members will consider change to be good and useful to the
organization and to themselves. In this case, changes are likely to be continuous and
thus also incremental in nature, because radical changes are not necessary precisely
because they are continuous (Jani¢ijevié, 2012). As cited in Dehinbo and Alexander
(2011), Kotter emphasized the need to institutionalize change in corporate culture.
Two factors are important for this; first, a conscious attempt is needed to articulate
how the new approaches, behaviors and attitudes are connected positively and will
contribute to the success of companies. Secondly, in order to avoid future leaders
eroding the gains achieved, it is important to ensure leadership development in order
to guarantee succession of new leadership that embodies the new approach. Change
creates uncertainty within an organization. Emphasizing the values of an organi-
zation, in particular how change will improve these values, strikes at the very heart of
those within the organization and makes them more open to change and accepting of
it. Any attempt at change within the organization can be seen as a threat to culture
and the identity of the employee. The challenges of the culture in an organization are
met by strong and immediate resistance (Martin, 2013).

Organizational culture plays a key role in managing change. Because organi-
zational culture helps the organization, it plays a key role in the existence of the
organization and ability to adapt to internal and external demands. The organizational
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culture promotes confidence, resistance to change and neutralizes external threats
(Onyango, 2014). It is believed that an organization’s culture should be aligned with
its strategy and that when the strategy changes managers should ensure that the
culture changes if it needs to. The construct of change readiness as a cognitive
phenomenon is an important facet of organizational culture (Smollan & Parry, 2009).

Organizations are becoming more and more aware of the importance of digital-
ization in order to gain power and maintain their existence while preparing them-
selves for the future. They work on what to do and which steps need to take, thereby
clarifying their road maps and preparing projects. As a result of all this work, it is
important that the organizational cultures are structured accordingly and the appli-
cable culture codes in the environment are understood correctly so digitization can
be successful. The existing culture should be analyzed correctly and the current
situation should be understood correctly (Aksu, 2018).

The development of digital technologies, such as artificial intelligence, big data
and the Internet of Things, requires all members of an organization to be ready for
digital transformation and to be open and transparent. However, in the digital age,
managers can easily underestimate the influence of culture. In an evaluation of
40 digital transformations, it was found that only 17% of companies that ignored
the working culture saw improved financial performance. In the meantime, nine out
of ten companies focusing on digital culture observed significant increases in
financial performance, while 80% of organizations promoting digital culture
reported breakthroughs as a result of the transformation (Schrieberg, 2018).

5.4 Building Supportive Culture in Digital Transformation

European companies are increasingly using Internet technology to transform their
value chain activities. So, the Internet-based digital or electronic business
(e-business) is considered to be one of the most important information technology
innovations in the last decade (Geoffrion & Krishnan, 2003). In recent years, cross-
border technologies such as e-commerce and social media were rapidly and widely
adopted by companies. Such transformations driven by non-organizational-oriented
information technologies are much more effective than changes in the internal
business processes of organizations. These transformations in the digital area require
serious changes in business models, organizational strategies, culture and operation
processes (Li et al., 2018).

Many researchers agree that organizational culture is a socially learned and
transmitted phenomenon at group level. Supportive culture generally represents
the core values of businesses and uses operational procedures to meet the needs of
employees, to maintain human relationships and to show people that they are cared
about (Sok, Blomme, & Tromp, 2014). According to the organizational culture
literature, there are many factors affecting organizational transformation. Parti-
cularly, one of the most important factors is that employees accept this transformation
and are involved in the process of change to support it (Michela & Burke, 2000).
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Because its style is based on humanistic principles, a supportive culture involves
teamwork and a people-oriented, friendly, encouraging and trusting work environ-
ment that increases the likelihood that employees will feel comfortable using friendly
advantages such as flextime, as they are less likely to worry about possible negative
career consequences (Liou, Tu, & Chang, 2014).

Leaders who are supportive understand and sense how other people feel. By
showing authenticity and a sincere interest in those around them, they build trust and
inspire and help colleagues to overcome challenges. They intervene in group work
to promote organizational efficiency, allaying unwarranted fears about external
threats and preventing the energy of employees from dissipating into internal conflict
(Feser, Mayol, & Srinivasan, 2015). Leadership plays an important role in the
successful adoption of digital technology (Li, Liu, Belitski, Ghobadian, & O’Regan,
2016). It is more difficult to change an organizational culture than to maintain it, but
effective strategic leaders recognize the need for change. Regardless of the reasons
for change, shaping and strengthening a new culture, effective communication and
problem solving together with the selection of the right people, efficient performance
assessment and a valuable reward system are required. Experience shows that
success in any cultural change depends on active support from the Chief Executive
Officer and other senior managers. One useful approach for leadership is to make
special efforts to encourage, nurture and support people who want to promote
new technologies, new practices, better services, new products and new applications
(Eromafuru, 2013).

Crucially, such an important transformation requires the support of the entire
staff—the digital transformation will fail without a change in how people work and
act. Indeed, culture is the responsibility of the whole company (Schrieberg, 2018).
To encourage staff and executives to support digital transformation, they should own
it. This isn’t something that’s going to be handed to them by IT and they need to
understand that. Management should repeat the message frequently and managers
throughout the company should have mechanisms to work together to drive and
direct the change. Their overall performance must be evaluated in part by their
support for digital transformation and their reports (Kisovec, 2018).

Organizations which undergo technology-driven changes should know techno-
logy is only one of several interrelated components that guides organizational
performance. A multi-system perspective emphasizes the relationship between tech-
nology, structure and culture of an organization, and how they affect organizational
processes and behaviors. Successful technological innovations require -either
the design of technology to comply with the existing structure and culture of the
organization, or the reshaping of its organizational structure and culture to suit the
demands of the new technology. Supportive culture can be a major problem in
transferring technology, designing systems with culturally diverse teams or distrib-
uting systems for users from different cultural environments, in terms of technology
design and implementation. Whether or not the intended results are achieved by
technological transformation depends, in part, on whether the behavioral require-
ments are compatible with the current culture or if the current culture can be altered
to comply with these requirements. It is not easy to combine technology and culture
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because both concepts also interact with the subsystems of the organization. It is
necessary to have a supportive perspective in order to adapt the culture to this
technological transformation (Cabrera, Cabrera, & Barajas, 2001).

Organizations must fulfill certain conditions in terms of their internal behavior
and external relations in order to successfully adopt and implement technological
transformation. Moreover, culture should be considered as an area of operational
competence, which shapes organizational transformation. Cultural aspects and man-
agement behavior are closely related and are a serious obstacle to change unless they
are properly supported (Naranjo-Valencia, Jiménez-Jiménez, & Sanz-Valle, 2011).
The biggest problem in managing change in organizations arises from not fully
understanding the depth and power of culture (Schein, 1999). Unlike national and
professional cultures, organizational culture can be changed at least to some extent.
When an individual begins working in an organization, their national and profes-
sional cultures also penetrate that business. Being aware of this situation can help to
better manage technological innovations. This potential manageability of organiza-
tional culture should be taken into account especially in terms of implementing
technology-driven change (Cabrera et al., 2001).

Gordon (1991) observed that the culture of an organization is a product that
successfully adapts to the environment and as a result can support change. He also
pointed out that these changes, including learning new things, may also involve
the need for new people, and that changes in culture may be necessary. The idea of
planned organizational change is an integral part of the field of organizational
development. The concept of organizational culture is an important factor in this
planned change process. This is evident in the development frameworks, which
explicitly depict culture as a subsystem of the organization or implicitly picture it, for
organizational purposes and relations. Heracleous (2001) indicates that changes are
likely to fail in organizations where culture is ignored and there is no supportive
understanding, arguing that it is mandatory to understand organizational culture and
adopt supportive behavior in order to achieve successful organizational change.

The change processes of organizations are always painful. The issue of digital
transformation, especially, is seen as a great struggle for managers and employees
who are not interested in technology. In such cases, this initiative fails if there is
someone who does not support the transformation and resists this process. The
following example explains this situation. In the case study by Strategy (2013),
Peter saw it as an exciting challenge when he decided to undertake the task of
developing new digital sales and marketing channels at a traditional European
retailer. The company had a good reputation and the new website was an online
portal with innovative social media features. The company had not yet actively
integrated its analog and digital sales channels and had not yet achieved strong
performance levels in online marketing. However, its senior management visited
online retailers with the latest technology, including Zappos.com, and understood
what the future may bring. Peter and his team started working on changing advertis-
ing budgets and other processes to focus on online sales. However, after 18 months,
they found that they are still intensively using the traditional sales channels, which
make up more than 80% of the company’s revenue. Department managers avoided
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change and senior management did not support change. As a result, digital transfor-
mation unfortunately did not happen. This case study (company and individual names
kept confidential) is a typical example of how organizational culture can interfere
with the transition to digital identity. Now that digital technology has changed the
rules, competitors who play the game according to these rules gain advantage.
However, Peter’s non-supportive organizational culture did not allow him to compete
in this environment.

It is not enough to know what the desired organizational culture looks like.
Organizations need to develop plans to make the desired organizational culture a
reality. Executive support and training are the two most important elements to bring
about organizational cultural change. Managers must support change beyond verbal
approval. They must demonstrate support for cultural change by changing their
behavior (Heathfield, 2018).

Changes in the organizational culture are difficult to achieve, especially if efforts
are not systematic and are planned in the end. When planning for any major change
that will have a significant impact on organizational members, it is best practice
for leaders to use the principles of change management in the planning process. This
increases the probability that the change will succeed by helping members to
understand the reasons for the change and by encouraging positive organizational
support for the change. When deciding to make a concerted effort to change culture,
the planning should be no different. Since the culture of each organization is steeped
in traditions, customs and practices and is naturally extremely difficult to change, it
is crucial to apply the principles of change management early in the planning process
(Mierke & Williamson, 2017).

According to McKinsey’s report (2016), culture is the biggest challenge when it
comes to digital transformation. In a survey conducted with 2135 people, 33% of
participants stated that they experienced most cultural and behavioral difficulties in
digital transformations (Manyika et al., 2016). Research by Capgemini (2017)
showed that 19% of participants answered the question “What is the biggest
difference between working in a digital business environment versus a traditional
one?” as “culture and mindset”. In research by Kane, Palmer, Phillips, Kiron, and
Buckley (2018), 80% of participants stated that they supported the changes and
transformations of the organizations they work in and used the expression “My
organization encourages feedback and iteration to learn how to work in new ways”.
According to the same study results, 29% of the participants answered the question
“What'’s the biggest challenge your organization faces with respect to collaborating
effectively?” as “culture”.

5.5 Digital Organizational Culture

Digital transformation is a highly promising and challenging process to create new
business models, improve business processes and change the way real-time infor-
mation is used. Although the need to adapt to the digital environment is inevitable, it
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is not certain that such a change will create value for the organization. Therefore, it is
necessary to investigate how such a process can be managed successfully in an
organizational environment and to determine the effect of cultural elements in
adapting to technological change. Culture determines the challenges and potentials
of digital transformation. If cultural problems arise, even the best-designed digital
strategy of the organization can fail in this transformation process. Cultural and
cultural elements are the primary challenge for organizations to be successful in
digital transformation (Oswald & Kleinemeier, 2017). For this reason, organizations
should adapt their culture to this process and create a culture of digital transformation
in order to make the processes of digital transformation sustainable.

A digital culture is characterized by the sharing of information and knowledge
between the various stakeholders in an organization in order to create a collective
intelligence that creates value for the company (Bounfour, 2016). Digital culture
refers not only to values, agreements, and ideas in society today, but also to how
people communicate in society (Ertem-Eray, 2019). It is a term to describe the
changing relationship between the creation and consumption of culture and the
impact of new information technology on this changing relationship (Giovanelli,
2019). In short, it is a new culture formed by digitalization. The digital term in digital
culture is used for electronic systems which store, process and transmit digital
speech as a digital sequence (Tiirkoglu & Tiirkoglu, 2019). Digital culture represents
a clear and almost complete digital technology transformation of the world. It is
frequently used by movements that have advocated on issues ranging from practical
hackers and digital to independent music and the economy of solidarity (Botelho-
Francisco, 2016). A digital culture typically has five elements that are defined as
follows (Hemerling, Kilmann, Danoesastro, Stutts, & Ahern, 2018):

» It promotes an external, rather than an internal orientation.
* Delegation is awarded over control.

¢ Favors boldness over caution.

It highlights more action and less planning.

¢ Collaboration is valued more than individual efforts.

According to Capgemini’s report (2017), creating digital culture is a very chal-
lenging process. It is a long-lasting effort that requires patience, determination and
constant attention. Organizations need to be motivated to unite, empower and inspire
employees to build cultural change together in order to create a digital culture. First
companies should tangibly change digital culture. A systems-thinking approach
should also be taken to change culture. For example, organizations will struggle to
launch an innovation culture by establishing an innovation center alone without the
support of multiple complementary behaviors, innovation and collaborative think-
ing, or partnership approaches to start-up work. This approach depends on making
several changes simultaneously so that the organization develops by strengthening
behavioral loops. Leaders must recognize digital transformation as the fundamental
and strategic change in the paradigm. Like any major transformation, digital trans-
formation requires the creation of a culture that supports change and enables the
overall strategy of the company. The integration of a digital culture into an
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organization is feasible, but a clear methodology and disciplined effort are required.
Before we describe the critical moves companies must make to develop a sustain-
able digital culture, let’s first examine the reasons why it is so important to have a
digital culture (Hemerling et al., 2018).

It is possible to exemplify the transformation program of the Enel Group as a
process of digital culture. In 2015, a digital transformation program was launched
by Francesco Starace, General Manager of Enel Group. “Digital culture should be
internally supported and sustained”. The lack of employee participation in the
digital transformation project launched in Enel Italy in the summer of 2015 was
often the biggest obstacle in this transformation process. Therefore, the main objec-
tive of the project was to identify employees with above average digital skills and
thus to encourage them to put up less resistance to digital culture. At the end of this
project, the new environment was created not only using technology to promote
innovation and enable digital transformation in Enel, but also by transforming the
business culture and processes, developing solutions that were adopted to the current
conditions of the digital economy and transform the information systems accord-
ingly (Bongiorno, Rizzo, & Vaia, 2018).

Bounfour (2016) suggests that digital culture is formed through a collective work
process that creates value by sharing effective information among the members of
the organization. Furthermore, he emphasizes that cultural approach should be noted
in this process and states that the organizational culture has a direct effect on the use
of information technologies. Digital transformation can only be successful if it is
supported by an IT-oriented organizational culture. This process therefore must be
carried out with human capital ready for difficult change. Digital transformation
management should prepare the necessary conditions for the introduction of this
digital culture (Leignel et al., 2016). Digital culture consists of the creation of a
system of evolving values and a set of expectations by online users as well as
information and content by users (Deuze, 2006). Digital culture, a complex structure,
includes the following areas (Rab, 2007):

* Technical equipment such as computers, mobile phones, digital cameras, and
modern televisions required for access to digital culture.

e Cultural elements created on digital platforms or digitally created ones.

» Digitalization (digital design of cultural elements, online content and users play
an important role in the digitalization process).

* Accessibility to information. As a result of the lack of Latin literacy required to
reach the information society in the early modern age, societies were deprived of
a variety of dialogue in seeking rights and services. Digital culture created an
important and sufficient value for transformation into an information society
thanks to its accessibility.

It is difficult to change organizational culture and individual behavior without
encouraging new working methods based on digitalization. Organizations should
therefore develop a high-performance culture around themselves. Culture can be
another major obstacle to the path to digital transformation. Thus, the following
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questions need to be answered during this transformation period (Schreckling &
Steiger, 2017):

* Does the current culture facilitate digitalization?

* Is the current culture suitable for change?

e How can a new organizational culture be created with a new perspective on
digital technology?

* How is the initial atmosphere for digital transformation?

* How can information storage be integrated with information sharing?

* How is a service- and customer-oriented culture promoted?

* How is a data-driven culture established?

* How can a culture of security and respect for privacy be created?

Table 5.1 presents the characteristics of digital culture. In the light of these
features, digital culture is seen not as a one-way process. It is necessary that the
components of customers and demand, organization, attitudes and ways of working
should come together and be harmoniously involved in the process in order to create
a successful digital culture in organizations. Organizations that were established
before digital transformation should adapt their organizational cultures to digital
transformation in order to keep up with today’s digital world. Each of these five key
practices focuses on one aspect of organizational culture. This is an indication of the
importance of culture in the ability of a company to adopt new business methods and
practices. The digital organizational culture created reflects the deepest and most
connected beliefs and values of an organization.

Table 5.1 Features of digital culture

Customers and demand * Pulls ideas from the market
* Driven by customer demand

Organization * Flat hierarchy

* Rapid decision making

* Result and product orientation
* Empowered employees

Attitudes and ways of * Understands needs of digital customers and how to adopt new
working trends

* Orientation toward innovation, improvement, and overcoming
constraints

* Potential, vision, curiosity, motivation, flexibility, and adaptabil-
ity count

* Mixed teams working in cross-functional and integrated com-
munities

* Strong collaboration

* Rapid, unpredictable career progression

* Focus on rapid launch and learn

Source: Harshak, A., Schmaus, B., & Dimitrova, D. (2013). Building a digital culture: How to meet
the challenge of multichannel digitization. Booz & Company, Strategy&, pwe, 1, 1-15
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5.6 Conclusion

Managers need to take a proactive stance on culture and adopt a culture that supports
this process for digital transformation to take place successfully and rapidly in
organizations. Leaders cannot achieve the speed and agility they need in their digital
transformation effort unless they build customer-oriented organizational cultures
that display good performance and take care of risks. An ecosystem that fosters
learning, experimentation and growth needs to be established. Organizations can
turn their digital culture identities into a significant competitive advantage if they
plan early and establish specific objectives during the process of digital transforma-
tion. Today, it is impossible for organizational structures with the features of open
system to escape change. Thus, the survival and development of corporate organi-
zations can only be ensured as a result of their positive integration to change. Both
the impact of globalization on many dimensions which includes global norms such
as quality, management, product, service, process, understanding and technology,
and the rapid change in information technologies leads the senior management in
businesses to establish new strategies accordingly. Digital transformation is a highly
effective and challenging process for improving business processes and creating
new business models. The need to adapt to the digital environment is inevitable and
this change provides a very important competitive advantage for the organization.
Therefore, it is necessary to investigate how such a process can be managed
successfully in an organizational environment and to determine the effect of cultural
elements in adapting to technological change. Digital transformation can only result
in success as long as it is supported by a technology-oriented culture. Thus, this
process should be carried out with enthusiastic employees who participate willingly.
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Melissa N. Cagle, Kevser Yilmaz, and Hiimeyra Dogru

Abstract Despite the literature’s support that the main function to be affected by the
Industry 4.0 movement will be the operations function, the rapid incorporation of
new technologies under firms promises to affect each departments of the business
dramatically. This chapter aims to highlight the role of each function within Industry
4.0. Moreover, the chapter will determine the actualized benefit of transitioning
towards Industry 4.0, separate from the recognized benefits under the literature. In
order to achieve this a content analysis was conducted on the 2017 annual activity
reports of manufacturing firms listed on the Istanbul Stock Exchange (BIST). Out of
the 178 listed manufacturing firms under BIST, only 20 were identified as
transitioning towards Industry 4.0. Out of these 20 firms, 16 firms’ annual activity
reports mentioned transitioning towards Industry 4.0 and addressed the outcome
(benefits) of the applications. Items were subjected to a content analysis based on
business functions (Theme 1), sub-categories of business functions (Theme 2) and
the common actual benefit (Theme 3) by three different researchers. The unit of
analysis, the identified benefits, were 232 items in total and spread across the
operations (41%), strategic management (Cost and Competitive Advantage)
(22%), technology and process development (15%), procurement and distribution
(12%), human resources (8%) and marketing (2%) business functions.
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6.1 Introduction

The new Industrial Revolution, announced in 2011 at the Hannover Fair, initially
began its integration into business functions through operations such as; accurate
prediction of failures, effective production processes, enhanced planning and man-
agement activities (RiiBmann et al., 2015), however, it has now become a part of all
core business functions. Throughout vertical and horizontal system integration
(Varghese & Tandur, 2014) the business functions have evolved from “raw materials
acquisition” (Siemens, 2016) all the way to marketing, logistic, accounting, finance
and customer relations. Recently, the Turkish Government launched a project-based
incentive system in order to accelerate the shift towards Industry 4.0 under
manufacturing firms. This creates a motivation to analyze current Industry 4.0
application levels and their implementation activities of the initiative. This study
aims to contribute towards creating an understanding of the usage and effect of the
Industry 4.0 transition overtaking the business world. As a result, we shall conduct a
content analysis on the annual activity reports of the manufacturing sector compa-
nies listed on BIST. Kaldor (1957), describes the manufacturing industry as “the
main engine” responsible for transforming demand into “growth”. Examining the
relationship between national industrial development and economic growth, he
argues that there is a strong positive correlation between GDP and industrial activity.

The above argument, coupled with the fact that (1) Industry 4.0 development is
expected to largely target industrial production (Strandhagen, Alfnes, Strandhagen,
& Vallandingham, 2017), and (2) emerging technologies can have an impact on
manufacturing approaches and businesses (Zhong, Xu, Klotz, & Newman, 2017) is
motivation for including manufacturing firms under the sample. The activity reports
were selected for the analysis as they provide audited information on the current and
future activities of the organization. Under the analysis we downloaded and exam-
ined the 2017 annual activity reports of all manufacturing firms listed on the
exchange. The reports were subjected to a content analysis to generate information
on firms’ Industry 4.0 benefits in relation to the evolving business functions. The
analysis was conducted by three coders simultaneously and each item was discussed
before being coded in order increase the validity and reliability of the study. As
revealed from the annual activity reports of BIST listed manufacturing firms, the
chapter identified that, out of each business function, the strategy and operations
functions have benefited extensively from the Industry 4.0 revolution. Moreover, the
least affected business functions were marketing and human resource management.
The remainder of the study is as follows. Section 6.2 provides a literature review on
the developmental stages of Industry 4.0 and its role under each business function.
Sections 6.2.3 and 6.2.4 details the research design, while Sect. 6.3 discusses the
findings. Finally, Sect. 6.4 concludes.
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6.2 Literature Review

6.2.1 The Stages of Development for Industry Revolutions

Humanity has transitioned through four different industrial revolutions. The first
industrial revolution began with the invention of machines in end of the eighteenth
century (Kagermann, Helbig, Hellinger, & Wahlster, 2013). With the usage of steam
power and engine in production, the door was opened for quicker and cheaper
production (Allen, 2006; Jensen, 1993). Production areas evolved, and small work-
shops shifted transformed into factories (Drath & Horch, 2014). The first industrial
revolution initially began in the Great Britain region due to the high wage rate,
energy value, availability returns on inventions, and finally, the size of the current
mining industry and legal rights of the inventor (Allen, 2006). Upon reaching this
technological breakthrough, legal protection for workers increased. Moreover, as
returns increased on investments, business owners were able to generate higher
income to cover costs. This development reduced high wage rate for businesses by
replacing most workers with machines (Allen, 2006). The core characteristic of the
first industrial revolution was mechanization (Kagermann et al., 2013).

With the invention of these new machines, usage of steam and water power in
manufacturing triggered increases in productivity (Allen, 2006; Deane, 1979;
Kiigiikkalay, 1997; Voigtlainder & Voth, 2006). The industrial revolution began
within the manufacturing field, however their effects soon exceed the production
areas and encompassed society as a whole. Even the population structure was not left
unaffected. Citizens started to move to urban areas to work in factories (Blinder,
2006; Deane, 1979; Labor, 1990). Thus, the population (Deane, 1979; Tezge, 2010),
living standards of people and (Jensen, 1993) aggregate welfare increased (Jensen,
1993). Contributing towards the betterment of society in the long run.

The second industrial revolution, now referred to as Industry 2.0, began towards
the beginning of the twentieth Century due to increased electricity usage in
manufacturing (Atkeson & Kehoe, 2001; Kagermann et al., 2013; Rosenberg,
1998). Developments such as the usage of petroleum, chemicals, high explosives,
telephones, and radios also signified the shift in the second industrial revolution age
(Atkeson & Kehoe, 2001; Mokyr, 1998). Access to steel in the production area
ultimately decreased production costs and in turn, increased the quality of products
(Mokyr, 1998). With goods being shipped across the Atlantic to America directly,
this opened the door for global trading and new alternative markets. Additional
railroads were built, making the transportation of goods across long distances easier,
subsequently decreasing costs (time and expenses) (Engelman, 2015). Taylorism
principles were later incorporated into manufacturing factories. Assembly line,
electrically powered mass production and division of labor spurred important break-
throughs in manufacturing (Blanchet, Rinn, Von Thaden, & De Thieulloy, 2014;
Drath & Horch, 2014; Mokyr, 1998). In the second industrial revolution, cost of
production decreased and productivity (Atkeson & Kehoe, 2001), while production
increased (Boyd & Crawford, 2012; Kagermann et al., 2013; Paul & Jonathan,
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1991). Moreover, with the inventions of synthetic plastic, the core material
employed for products shifted into plastics (Mokyr, 1998).

The second industrial revolution also affected the lives of citizens. With usage of
steel in ship production, ships became more powerful and moved faster. People
started to traveling long-distances to geographic areas, moreover interaction of
people increased with new inventions; radios, telegraph and telephones (Atkeson
& Kehoe, 2001; Engelman, 2015; Mokyr, 1998). Social welfare, living standards,
and the incomes of people increased (Engelman, 2015; Mokyr, 1998). Growth rate
of the service industry increased due to changes in consumer preferences (Blinder,
2006). Moreover, fertilizers, chemicals and tractors were employed in the agri-
culture, which improved the amount of harvest, and decreased cost and time loss
(Mokyr, 1998). Finally, countries became more interdependent and globalized.

The third industrial revolution, referred to as, Industry 3.0 began in the 1970s.
Automation and information technologies (IT) became the core elements of the
Industry 3.0 (Blanchet et al., 2014; Jazdi, 2014). In 1969, programmable logic
controllers were invented, which allowed employees to digitally program the auto-
mation systems (Kagermann et al., 2013). Diminishing usage of fossil fuels and
climate change were the main triggers of the third industrial revolution age. Sus-
tainable growth and renewable energy topics became the focus of discussions by
political leaders and company managers (Jdnicke & Jacob, 2009; Rifkin, 2013).
Invention activities continued during the third industrial revolution, high-speed
railroads systems, inventions of the internet, fiber optic, satellite, cellular phones
are a few examples of inventions during this age (Janicke & Jacob, 2009; Jensen,
1993). Not unlike the first two industrial revolutions, the third industrial revolution
too brought about affirmative outcomes to manufacturing. More flexible and effi-
cient production systems became possible through applications of automation
(Kagermann et al., 2013) and controlling robots in production (Schmidt et al.,
2015). Radio Frequency Identification Device (RFID) technologies gave the change
for using product tracking programs during transportation and remotely controlling
products in warehousing (Brettel, Friederichsen, Keller, & Rosenberg, 2014). More-
over, companies started to develop prototypes of products more easily, due to
additive manufacturing technology (Gibson, Rosen, & Stucker, 2015). Usage of
information Technologies expanded and the service industry still maintains this
development and growth (Blinder, 2006).

The final form of the industrial revolution is Industry 4.0, and the topic of this
chapter. This fourth industrial revolution, was launched by the German Government
in 2011 (Kagermann, Lukas, & Wabhlster, 2011). Industry 4.0 is referred to with
various different names, depending on the region. For example, “Industrie 4.0” in
Germany, “Internet of Things (IoT)” in European Union countries (Kagermann
etal., 2013) and “Made in China 2025” in China (Liu, 2016). Furthermore, Japanese
use “Society 5.0”, which is the integration of Industry 4.0’s developments and
society (Wang, Li, Yuan, Ye, & Wang, 2016). Not unlike other governments,
Turkey also attaches great importance to Industry 4.0. In 2016, TUSIAD (Tiirk
Sanayicileri ve Isinsanlari Dernegi—Turkish Industry & Business Association)
published a report titled “Industry 4.0 in Turkey as an Imperative for Global
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Table 6.1 Core characteristic of industrial revolution stages

Industrial revolution

stages Core characteristic

Industry 1.0 Mechanization (Kagermann et al., 2013).

Industry 2.0 Usage of Electric (Atkeson & Kehoe, 2001; Kagermann et al., 2013;
Rosenberg, 1998)

Industry 3.0 Automation and information technology (IT) (Blanchet et al., 2014;
Jazdi, 2014).

Industry 4.0 Cyber-physical systems (Kagermann et al., 2013; Rajkumar et al., 2010)

Competitiveness-An Emerging Market Perspective” regarding the national position
and vision on the movement (Tiisiad, 2016).

The Industry 4.0 concept can be defined as flexible control of manufacturing
systems via usage of cyber-physical systems (Kagermann, 2015). Cyber physical
systems create a relation between the real and computer oriented world and all
systems and devices can be monitored, coordinated and controlled without any
stable control central (Rajkumar, Lee, Sha, & Stankovic, 2010). Moreover, infor-
mation can be exchanged between the real and virtual world in real time (Kagermann
et al., 2013) by computing and communication infrastructures (Baheti & Gill, 2011;
Rajkumar et al., 2010; Schmidt et al., 2015). Technological developments in Indus-
try 4.0 brings fast, disruptive and destructive (Blanchet et al., 2014) changes and
effects the production fields (Ganzarain & Errasti, 2016; Kagermann et al., 2013;
RiiBmann et al., 2015; Schmidt et al., 2015). It allows for better control and
arrangement of manufacturing systems (Industrial Internet Consortium, Fact Sheet,
2013), real-time optimized flexible and dynamic systems (Kagermann et al., 2013)
and so on. However, technological developments of Industry 4.0 do not just affect
the production areas, but also other business functions (Blanchet et al., 2014).
Table 6.1 summarizes the information on the main core characteristics of the four
industrial relations stages.

In the following section, the impact of Industry 4.0 on operations, strategic
management (Cost and Competitive Advantage), accounting, finance, marketing
and human resources management will be explored.

6.2.2 Industry 4.0’s Role under the Business Functions

Strategic Management (Cost and Competitive Advantage) With the integration of
Industry 4.0 under businesses, firms will slowly extend operations and become more
large-scale (Kagermann, 2015; RiiBmann et al., 2015), increasing the level of
competition (cost or otherwise) between transitioning and non-transitioning firms
(Blanchet et al., 2014). The integrated technology will allow for more individualized
production (Lasi, Fettke, Kemper, Feld, & Hoffmann, 2014; Riilmann et al., 2015)
and even contribute towards increasing customer trust levels for organizations
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(Byres & Lowe, 2004). However, despite the professed multiple benefits of Industry
4.0, the current literature lacks coverage of these cost/financial and/or competitive
advantages. Addressed under the strategic management function of businesses, these
benefits are capable of setting the Industry 4.0 transitioning firms separate from the
competition. By use of artificial intelligence programs and collected organizational
data, the firms will be able to conduct accurate planning, organizing and evaluating
tasks (Kagermann et al., 2013) in real and virtual environments. This information
will be communicated by machines/systems to within/outside of the factory/stake-
holder (Lasi et al., 2014; RiiBmann et al., 2015). These systems and the communi-
cated information will allow managers to efficiently allocate and use resources
(Jazdi, 2014), faster/supported decision making (Kagermann et al., 2013). Each
function/activity within the business will be better coordinated, creating a clear
corporate strategy (Kagermann et al., 2013). These integrated systems will ensure
that the firm creates and sustains their competitive advantage (Stock & Seliger,
2016). Furthermore, the innovation speed within businesses will increase (Jazdi,
2014), and usage of smart systems will bring new advantages for companies
boundaries (Schuh, Potente, Wesch-Potente, Weber, & Prote, 2014)—increasing
value creation and evolving business models (Jazdi, 2014; Kagermann et al., 2013;
RiiBmann et al., 2015; Schuh et al., 2014).

Regarding the firms financial/cost advantage; increased production quality (qual-
ity enhancements) (Industrial Internet Consortium, Fact Sheet, 2013; Kagermann
et al., 2013) will lead to an increase in demand, and consequently, increase in sales
volume (McAfee, Brynjolfsson, Davenport, Patil, & Barton, 2012). Similarly, the
following of new production trends will positively affect the financial bottom line.
Improved quality will also aid in reducing manufacturing cost. Whether its preven-
tative maintenance or production/operation costs per produced unit (Manyika et al.,
2011). Preventative maintenance will also have the benefit of reducing machine
breakdown, subsequently cutting back on associated losses; such as, loss of cus-
tomer or electric expenses (Kagermann, 2015). Highly automatized production will
also reduce the need for manpower on the production floor and online control/
maintenance systems will reduce manager work-flow. Finally, repair expenses will
go down as regular and monitored maintenance is conducted on new machinery.
With increased level of communication between sales and production, the risk of
unfulfilled orders will reduce and planning activities regarding raw material pur-
chase and in-house transportation will become automatized (Lee, 2008). The order-
ing of new products and supplier communication will run smoothly, inventory/
storage costs will reduce as smart factories will allow for optimized inventory
management (Varghese & Tandur, 2014). New technology and increased monitory
will reduce waste production, cutting back overhead costs. Finally, an optimized
production process will allow for cutting back utility costs, such as, electricity and
water. These items are a brief example of the benefits of transitioning towards
Industry 4.0 and its effect on the cost and competitive advantage of firms.

Operations, Procurement and Distribution One of the important benefits of Indus-
try 4.0 is enhancing productivity (Ganzarain & Errasti, 2016; Kagermann, 2015;
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RiiBmann et al., 2015), while the shop-floor of firms is the most affected area from
transitioning to Industry 4.0 (Schuh et al., 2014). Industry 4.0 promises to benefit the
productivity of operations through improved product development process
(Kagermann et al., 2013), increased production speed/quality and lower defects
and repair issues (Abbott, 2014; Kagermann, 2015). Moreover, these adaptations
will enhance performance of engineering (Schuh et al., 2014) and usage of digital
twin technology. A manager will be able to use an application to upload products to
transport vehicles, whether or not they are physically located in the factory. They
will also be able to makes changes or modifications in a virtual environment, observe
these changes online and have access to information about possible problems (as it
occurs) (Fiorentino, de Amicis, Monno, & Stork, 2002). However, it is also argued
that an increase in the speed of innovation has led to a reduction in the production life
cycle (Schuh et al., 2014). Furthermore, production systems can be controlled
remotely/digitally, allowing the systems to become more flexible. This provides
workers with the ability to make last minute configuration and produce more
individualized products (Kagermann et al., 2013).

The other advantages of Industry 4.0 is the increased connection and communi-
cation of machines (Lasi et al., 2014; RiiBmann et al., 2015) through cyber-physical
system. Moreover, the quality of production (Industrial Internet Consortium, Fact
Sheet, 2013) and repair and defects cost (Varghese & Tandur, 2014) are several areas
that will be affected positively due to the integration of smart systems. All systems
will be integrated and will be open for in-house communication. These systems will
be able to detect deficits or quality issues, which will allow them to take immediate
action via use of artificial intelligence software- increasing the efficiency and
effectiveness of factories (Industrial Internet Consortium, Fact Sheet, 2013;
RiiBmann et al., 2015).

Connection and communication between supply chain members will improve
with these new technologies, such as; internet of things and cyber-physical systems.
Thereby, planning, ordering and transportation activities will be performed in more
efficient ways by supply chain members. Thus, managers will be able to easily
manage their supply chains (Kagermann et al., 2013). Besides supply chain man-
agement, logistics and transportation activities will be affected positively with the
new technological developments. Some logistics and transportation decisions such
as routes selection, controlling will be overtaken by smart systems. For example, all
traffic lights will be connected each other, so that systems more efficiently create a
transportation routes for truck (Kagermann, 2015). This will reduce the workload of
human workers.

Finally, energy efficiency is one of the final benefits afforded by Industry 4.0
(Kagermann et al., 2013). With the help of “start-stop features” of machines and
systems, the period of production breaks will decrease. Smart systems and robots
dramatically reduce usage of energy, as 90% of energy expenses are consumed
during production breaks (Kagermann, 2015).

Technology and Process Development Digital manufacturing, network communi-
cation, computer and automation technologies are some of the technologies that are



112 M. N. Cagle et al.

required for the effective implementation of the fourth industrial revolution (Zhou,
Liu, & Zhou, 2015). With “cyber-physical systems and internet of things” technol-
ogies, all devices and systems will be able to automatically collect, analyze and
interpret data. Moreover, these systems will be able to send and receive information
from other devices and services. Data will be collectable through smart objects and
systems, referred to as big data. However, this will also result in new emerging
problems; such as, analyzing large data sources (Blanchet et al., 2014), organizing
complicated data (Chen, Mao, & Liu, 2014; Wu, Zhu, Wu, & Ding, 2014), data
storage (Manyika et al., 2011) and data protection (Blanchet et al., 2014). These
issues need to be resolved in order to ensure efficient transition towards Industry 4.0.
These technologies will not only contribute towards operations, but will also posi-
tively affect the business’ reputation and image (Byres & Lowe, 2004).

Cyber-security and data protection are seen as a core requirements of implemen-
tation of Industry 4.0 (Kagermann et al., 2013; RiiBmann et al., 2015) because
without data protection, effective integration of production systems/networks will
not be possible. Hold backs resulting from fear of hacking will reduce firm willing-
ness to share information, reduce connection/communication between activities (for
smart objects, firms, stakeholder and customers). Service/product design also prom-
ises to be affected from technological development. For example, design of product
can be made more flexible and easy with using high technological programs
(Kagermann et al., 2013). Moreover, customers and stakeholders can be involved
in production process through selecting the components to distribution phases
(Blanchet et al., 2014). Also, 3-dimensional virtual objects (Paelke, 2014) give
change to observe changes immediately without need to manufacture prototype
(Fiorentino et al., 2002).

Marketing New technological systems, referred to as embedded systems, give the
ability to record, store and process data. With the integration of Industry 4.0,
embedded systems will become more commonplace for firms/technology. All
objects will, in time, be equipped with sensors/actuators, which will allow for
them to easily connect to the internet, collect and analyze data (Kagermann, 2015;
Lasi et al., 2014; Rimann et al., 2015). Production systems will become more
flexible (Shrouf, Ordieres, & Miragliotta, 2014) and last-minute changes will
become possible (Kagermann et al., 2013). Finally, different types of products will
be more easily produced than before (Brynjolfsson, Hofmann, & Jordan, 2010). This
will also prompt the integration of consumers within the production systems.

The control of consumers (on products) will increase in the fourth industrial era.
These individuals will determine components and ingredients of products based on
their wants and needs (Blanchet et al., 2014: 9-11) and access more information on
the product life-cycle (Jazdi, 2014; Stock & Seliger, 2016). Production will shift
from mass customization to individualized production due to increased flexibility
(Kagermann et al., 2013; Lasi et al., 2014; RiiBmann et al., 2015).

Customers will be able to reach more detailed information about products; such as
when/where it is produced, how it is produced, ingredients of products. This will be
possible due to unique product coding. Personalized medicine is one example for
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individualized production. These products are prepared based on patients’ needs
(Kagermann, 2015), taking into account the patients unique physical conditions.
Industry 4.0/Internet of Things technology has allowed for the storage and analysis
of consumers’ preferences. Thus, comprehensive and continuous information about
consumers can be accessible by marketers (Kagermann, 2015). Thus, the marketing
function of businesses will be affected by the developments of fourth industrial
revolution. With access to more detailed information about customers, the segmen-
tation of the market and target customer selection will become more accurate.

Human Resource Management With cyber-physical system, capabilities, abilities
and functions of Artificial Intelligence and robots will be integrated in production, in
turn affecting the employees work in the factory (Blanchet et al., 2014; Kagermann
et al., 2013; RiiBmann et al., 2015). Job design, work duties and employees’ skills,
which will shift and evolved for something more suitable for using technologies
(Kagermann et al., 2013). Moreover, communication/integration between workers of
the same/different departments will increase (Kagermann et al., 2013).

The division of labor, training and skills of employee will be changed due to
Industry 4.0 and these changes will affect human resources department directly. The
tasks required from each job will become more suitable for use of technology,
employees will become more empowered with these new skill-sets. The employees
will become more involved in comprehensive decision making, coordinating/man-
aging their own jobs (Kagermann et al., 2013; Schuh et al., 2014; Stock & Seliger,
2016). Moreover, career planning will need to become more flexible (Kagermann,
2015; Kagermann et al., 2013) and interdisciplinary (Kagermann, 2015; Stock &
Seliger, 2016). Moreover, the hiring procedure of employees in HRM will also
change as the number of workforce goes down (Stock & Seliger, 2016) and the
demand for high skilled employees goes up (Kagermann et al., 2013; RiiBmann
et al., 2015; Schuh et al., 2014). Demand for skilled workers’ in mechanical and
engineering sectors will increase (Kagermann, 2015). Thus, the human resources
department will have to adapt to changes and focus on hiring workers who have the
necessary skills to keep up with Industry 4.0 changes (software and information
technology) (RiiSmann et al., 2015).

6.2.2.1 Motivation and Aim of the Study

With the wide popularization of the topic- within not only Turkey but also a global
context-policymakers, managers and researchers alike have started questioning the
potential benefits of transitioning towards Industry 4.0. Coupled with the overall
importance of the manufacturing industry and its contribution towards country
growth, the Turkish Government launched a project-based incentive system in
order to accelerate the shift towards Industry 4.0 under manufacturing firms. This
creates a motivation to analyze the current Industry 4.0 application levels and firms
implementation activities of the initiative. Industry 4.0 is a new development that
most countries (including the EU member states) are struggling with, or are planning
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to implement in the coming years. Moreover, as technological advances strongly
dictates industrial productivity, in order to (1) ensure that firms adapt to the oncom-
ing changes, (2) become more efficient and transparent; researchers, policy makers
and managers alike are motivated to get ahead and focus on the new field of study.
Thus, it is hoped that this chapter will aid in providing these interest groups with an
in-depth look that will aid countries who are currently planning to go through with
the switch.

Aiming to serve as a road map for countries wishing to improve their current
Industry 4.0 planning by addressing the activities of transitioning firms, this chapter
will detail the current practical application of Industry 4.0 under manufacturing
firms. Overall, the study aims to clearly identify alternatives between Industry 4.0
activities and benefits. Considering the high cost associated with the digitalization
movement, this is imperative for moving the Industry 4.0 debate forward.

In order to determine the firms’ recognized/actualized benefit outcomes from
transitioning towards Industry 4.0, a content analysis was conducted on the 2017
annual activity reports of manufacturing firms listed on the BIST. Following the
steps outlined by Tranfield, Denyer, and Smart (2003) we attempt to map and assess
“available evidence” to provide “insights and guidance” for analyzing our research
question, which is “What are the actualized Industry 4.0 benefits identified by
transitioning listed manufacturing firms?”. By conducting this analysis, the chapter
aims to create an understanding of the usage and effect of the Industry 4.0 transition
overtaking the business world.

Turkey’s developing country status also provides the international literature with
aunique perspective, as most countries that are close to completing their Industry 4.0
transition are currently “developed countries” with large budgets. To the best of our
knowledge there is no such study in practice and the chapter is novel.

6.2.3 Sample Selection
6.2.3.1 Industry Selection

Despite the fact that all sectors and business functions/departments will ultimately
benefit from the digitalization movement, the manufacturing industry is currently at
the focus of the Industry 4.0. Promising to gain from the various technological
advances, this industry is described as the “the main engine” responsible for
transforming demand into “growth” (Kaldor, 1957). Examining the relationship
between national industrial development and economic growth, the author argues
that there is a strong positive correlation between GDP and industrial activity. Thus,
Industry 4.0 development is (1) expected to largely target industrial production
(Strandhagen et al., 2017), and (2) emerging technologies can have an impact on
manufacturing approaches/businesses (Zhong et al., 2017). This is motivation for
including manufacturing firms under the sample. Upon selection of the sample,
information regarding the sector classifications were downloaded from the KAP
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(the Turkish Public Oversight Platform). The sample was categorized under the nine
sub-sector groupings of KAP.

6.2.3.2 Source Document Selection

In order to determine the Industry 4.0 transition status of the sample, the annual
activity reports were employed. The annual reports were selected as the source
document for the following reasons; (1) according to the Turkish Commercial
Code the annual report must be audited. The information presented under the entirety
of the report must be prepared without including misleading, extraordinary and
untrue statements and must fairly reflect the company’s financial performance over
a given period (TTC: 397). Thus, this had the benefit of increasing the reliability of
the information provided under the source document. Moreover, (2) the publication
of the annual reports are compulsory and allow for comparability.

All BIST listed firms are required to publish their annual activity reports along-
side their financial statements and are made available on the official website of the
organization. Thus, the existence of these comparable reports for each firm provide
researchers with the unique opportunity of possessing data on the current and future
ongoing of the organization. Thus, another reason for employing use of these annual
activity reports are because (3) the reports are easily accessible under the investor
relations section of the official firm website. Finally, the most important reason for
employing these annual reports are the fact that (4) they are considered as a modern
advertisement/communication tool (Stanton & Stanton, 2002). These reports serve
towards conveying detailed information regarding the current Industry 4.0 activities
of the firm.

6.2.3.3 Country Selection

In light of the growing awareness for Industry 4.0, national governments have started
adopting large-scale policies to increase productivity and competitiveness of their
industries (EU Commission, 2017a). However, with only 28% of current EU
Members implementing these changes, Turkey (as a developing, non-EU country),
provides a rewarding setting for analyzing firms current Industry 4.0 application and
implementation activities. Coupled with the fact that each country differs in regards
to their target audience, budget amount, funding approaches, policy designs and
implementation strategies- it is hoped that the “Project Based Incentive System”
outlined in Turkey will hold particular importance for researchers and countries
aiming to transition towards Industry 4.0. Coming from the perspective of a devel-
oping and candidate country, the information gained on Industry 4.0 applications in
Turkey could contribute towards a better understanding within the international
literature. The data collected from the study could, ultimately, be generalizable
across different countries. Moreover, the fact that Turkey has taken the necessary
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steps in order to incorporate Industry 4.0 under its manufacturing industry, well
before several EU member states, highlights the importance of this country analysis.

6.2.3.4 Sample Year

The annual reports prepared for 2017 was selected for the content analysis as it
corresponds with the launch of the “Project Based Incentive System” which aims to
aid manufacturing firms in transitioning towards Industry 4.0. Following the trend
set by the German Federal Government (EU Commission, 2017b) the incentive
system was launched by the Turkish Government in order to increase technological
development, national competitive advantage and reduce the trade deficit. The initial
announcement in 2017 resulted in a large number of firms willing to restructure their
manufacturing processes and submitted project proposals (Sanayi Gazetesi, 2018) in
preparation toward the 135 billion Turkish Lira incentive. Thus, the 2017 annual
reports are only included in the sample as they are argued to reflect the current
Industry 4.0 activities under Turkish firms.

6.2.3.5 Listed Firms

Only firms listed on the Istanbul Stock Exchange (BIST) was included in the sample.
The reason for this is the fact that firms that are listed on the exchange need to
mandatorily prepare and maintain financial reports. Thus, the information employed
for evaluating the sample is consistently available. Moreover, listed firms are argued
to disclose more information than non-listed firms. Not only are these firms striving
towards fulfilling the minimum disclosure requirements, they are also more likely to
provide quality voluntarily information. One reason cited for this under the disclo-
sure literature is firm motivation to increase investor confidence (Raffournier, 1995).
As aresult, it was concluded that the listed firms on the exchange would be willing to
provide more detailed information than non-listed firms in order to further commu-
nicate their intentions or activities with investors. Thus, these firms are more suitable
for analyzing currently ongoing investments within firms.

6.2.4 Employed Qualitative Method

The full-text of the 2017 annual activity reports for the manufacturing firms listed
under the Istanbul Stock Exchange were analyzed in order to retrieve information
relating to firm Industry 4.0 activities. The source documents were downloaded from
the investor relations section under the official website of each firm.

Under the next step of the analysis the source documents were searched via use of
several keywords. This stage of the study was conducted by two researchers in order
to ensure annual report addressing “Industry 4.0” was not left out of the analysis.
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Table 6.2 Transitioning firms identified under the manufacturing industry

Industry Count Percentage
Textile, wearing apparel and leather 1 5

Food, beverage and tobacco 3 15
Chemicals, petroleum rubber and plastic products 5 25
Fabricated metal products, machinery and equipment 8

Wood products and furniture 1 5
Non-metallic mineral products 2 10

Total 20 100

Any activity pertaining to Industry 4.0 was determined by use of critical keywords,
such as; “digitalization”, “4.0”, “Industry 4.0” and “smart factory”. After indi-
vidually searching through the 178 documents, the identified firms were re-evaluated
by the second researcher and text concerning the transition towards Industry 4.0 were
recorded under an Excel sheet. Out of the 178 listed manufacturing firms under BIST,
only 20 were identified as transitioning towards Industry 4.0. Table 6.2 provides the
sub-sector distribution of the identified Industry 4.0 transitioning firms.

The highest percentage of firms transitioning towards Industry 4.0 within the year
2017 are firms operating within the “Chemicals, Petroleum Rubber and Plastic
Products” sector at 25%. While the second and third highest sectors are the “Food,
Beverage and Tobacco” (15%) and “Non-Metallic Mineral Products” (10%),
respectively.

Following the identification of firm activities relating to Industry 4.0, the recorded
text was subject to an inductive analysis and the categories