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Chapter 1
IoT for Better Mobile Health
Applications

Rehab A. Rayan , Christos Tsagkaris , and Imran Zafar

Abstract Using big data in health is booming. Recently, several novel innovations
and techniques applying big data to Bioinformatics and health research are released.
Nowadays, devices such as smartphones, sensors; individuals like patients, healthcare
professionals, or investigators and collective entities such as healthcare facilities and
institutions are regularly creating and collecting a vast quantity of health data that can
diagnose and treat new disorders. The genuine dilemma in applying mobile health is
how to identify, collect, analyze, anddistribute information tomakebetter and simpler
lives for individuals via early predicting risk factors. For instance, researchers have
built many techniques to enable managing chronic diseases. Medical devices for
ongoing monitoring health indicators or detecting timely online healthcare data like
patient self-administering physical therapy are greatly needed. Today, for accessing
high-speed internet connections on mobile phones, several smart patients are using
smartphone applications (apps) to monitor routinely various daily health demands.
Such smartphone apps and devices are increasingly utilized and embedded with
e-health and telemedicine through the Internet of Things (IoT). However, confiden-
tiality and safety are major concerns that require cooperation with policymakers
and prompt communication of potential hazards. This work examines the applica-
tions of the IoT and m-health in healthcare. It also describes innovative methods for
improving health via computational technologies and techniques for integrating IoT
and m-health, including a proposed model for diabetes self-management.
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1.1 Introduction

The Internet of things (IoT), a modern approach, is a promising solution worldwide
for being applied largely in health. Remarkably, IoT is linking almost 22 billion
devices together and expected to reach 50 billion devices by 2030 [1]. IoT connects
digital devices and enables exchanging information among networked devices to
address certain issues. Such IoT-derived inter-networking has turned people’s lives
simpler. Nowadays, the world is confronting health-related serious issues [2]. The
healthcare sector, using smartphones and IoT-based devices, could assist patients in
controlling their daily health-related conditions and in urgent situations as well [3].
Hence, mobile health (m-health) could enable quality health services as needed by
each patient [4].

Based on the IoT, the m-health technology could tackle care entirely for a patient,
and such innovative technologies are adapting a patient’s circumstances and their
metrics could be altered per condition. Therefore, under the IoT, the m-health tech-
nology would control the current and future health state of severely ill patients.
Applying IoT to m-health programs has a high potential to grow the capabilities
of the primary healthcare systems, and thus it would be readily available to have
regular communications between patients and health professionals involving physi-
cians. For instance, a wearable could instantly relate to a tool for big data analytics to
identify directly and deal with any data fluctuations. Another wearable sensor could
check blood pressure through the skin, meanwhile, a contact lens could examine and
show the levels of sugar in tears [2]. Lately, Dell has undertaken an experimental
initiative to monitor and investigate chronic conditions. Hence, a patient who has
diabetes could be dynamically observed while offering daily meal alerts and recom-
mendations. The USA El Camino Hospital has declared that they have adopted a
telemedicine-integrated assessment program successfully to determine at-high-risk
patients and their m-health program could directly suggest the best solution [5].

Recently, telemedicine-integrated assessing health programs have arisen,
however, themore growth in innovative digital health techniques offer novel solutions
to collect and exchange timely a vast amount of data on health. Therefore, it provides
great potential to grow the capacities of health systems to enhance communication
between the patient and health caregivers anddecrease risks. Such interventions could
maintain patient comprehensive care that would decrease the probabilities of avoid-
able risks. In healthcare facilities, the IoT is built upon healthcare datasets, Internet
Protocol (IP) connectivity, sensors, and clinical devices that could remotely operate
electronic health records. Combining IP with enterprise service hubs and other clin-
ical devices allows transferring data among patients and healthcare workers, which
are known as the Internet of Healthy Things (IoHT). The IoHT could provide real-
time precise clinical data and healthcare resources for the healthcare providers in vital
situations demanding prompt care (Fig. 1.1). The clinical devices’ configurations are
getting further complicated; therefore, they are challenging the experts in informa-
tion technology to incorporate m-health and the IoT into the health systems. The
demand for data in establishing an effective and well-structured m-health system has
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Fig. 1.1 The IoHT framework. EHR: Electronic health record

added usually more concerns. Hence, it is recommended regarding smart business
for enhancing IoT-integrated m-health big data systems’ functionality [6].

Value-derived m-health targets incentivizing health caregivers according to deliv-
ering timely and affordable patient care [7]. Figure 1.2 outlines the needed infras-
tructure for the healthcare system delivering IoT-integrated m-health services. The
findings obviously reveal the required group support for both the healthcare workers
and the patients to operate efficiently [8]. Incorporating wearables with m-health
and the IoT technology is promising in more advanced availability and access to
affordable health services [9]. The IoT underlines a universal network of internet-
connected services and devices anytime and anywhere where the IoHT or the Internet
of Patients (IoP) reflects affordable and simple communications between healthcare
professionals and patients via protected connectivity [10].

This chapter examines the applications of the IoT and m-health in healthcare. It
also describes innovative methods for improving health via computational technolo-
gies and techniques for integrating IoT and m-health, including a proposed model
for diabetes self-management.
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Fig. 1.2 Smart health care infrastructure

1.2 Literature Survey

An m-health-based monitoring system was proposed to house services and data
where an innovative technique was proposed for arranging and handling online data
and managing IoT-integrated big data applications where the deployed technique
got patient data from the IoT devices and sent it successfully to the cloud [11].
Another technique emphasized carrying the received m-health data from the shared
IoT devices to the cloudwhere the dataset controlling system allowed the IoT devices
to gather timely consumer’s vital data [12]. The cloud maintained rapid handling
of the housed data therefore, the consumer could receive alerts quickly in critical
conditions. Another model was designed to process and display data by adequately
deploying cloud-based architecture [13].

One model applied encryption for securing exchangeable clinical data [14].
Another example could identify safe and trusted terminals, involvingm-health hospi-
tals and healthcare professionals, to exchange clinical data by connecting with
patients. A patient-specific cyber-physical framework approved efficient and m-
health services by collecting data systematically in parallel processing and distributed
housing centers [15]. A digital m-health system was developed to monitor patients
distantly focusing on accelerating connectivity and processing [9]. A Cloud-based
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and e-health integrated calorie-monitoring system that classified accurately various
foods in a meal and aggregate meal-energy content [16]. An effective technique,
based on artificial intelligence and deep learning principles, was proposed to fore-
cast, and precisely classify the heart rate via a smartphone-integrated sensor called
an accelerometer [17].

An IoT-Cloud-derived m-health intervention was proposed to precisely detect
the patient’s voice where it uses a smart machine learning-based voice pathology
monitoring tool [18]. Another IoT-Cloud intervention was described for monitoring
physical activity applying embedded clinical sensors, cloud architecture, and Exten-
sible Markup Language (XML) web services for simple, fast, and secure retrieving
and exchanging of data where it notifies the patient about problems or abnormalities
during physical activities [19]. The Health Industrial IoT (HealthIIoT) principle was
proposed for the timely monitoring of the disabled and geriatrics [20].

A health control and monitoring model was proposed that could monitor afford-
ably and effectively heart-disease patients. The model includes intelligent gateways
and a power-efficient IoT-based sensor where the sensor could gather data on the
temperature of the body, the respiration levels, and the Electrocardiography (ECG)
output; and send this data to the gateways for digital analysis and interpretations in a
wireless setting with a negligible loss [21]. An m-Health intervention was presented
that could operate as amediating level between the IoT terminals and the cloudwhere
it applies a Cloud Access Security Broker (CASB) for enhancing the confidentiality
and protection of the data [22].

Another model was proposed, which could deal with lag-sensitive m-health data
[23]. A service-centered framework was described to approve and examine raw clin-
ical data collected by IoT terminals via resource-limited integrated digital instances
[24]. An intelligent e-health gateway was discussed that could support IoT-based m-
health services where the gateways are at various sites in the distributed network and
each could operate and manage many IoT terminals freely linked with both health
caregivers and the patients [25]. Another intelligent ehealth gateway was described
that could offer timely patient data housing, refining, and analysis along with an
IoT-based early warning score (EWS) to test functionality [8].

Big data is a key element in m-health since clinical sensors produce big health
data, therefore, a scalable cloudmodel-embedded sensorwas introducedwhich could
manage all the m-health-based sensors and work timely on big datasets [26]. In a
smart city context, personal behavior was examined precisely by applying big data
analytics into social IoT via approaches of integrated screening [27, 28].

1.3 Integrating IoT with Mobile Health

Figure 1.3 shows integrating m-health with the IoT for monitoring diseases or daily
activities and educating patients along with rehabilitation and surveillance purposes.
The IoT enables networking between patients and health professionals such as
general practitioners, nurses, specialists, and others. Therefore, the patient could get
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Fig. 1.3 IoT-integrated
m-health framework

appointed to healthcare providers or receive critical care services either at home or
in healthcare facilities via IoT-integrated m-health applications as mentioned below:

1.3.1 Appointment Reminders

Thepatientwould receive either a voice or text ShortMessageService (SMS) from the
healthcare facility to notify about confirmed, rescheduled, or deleted appointments
with the healthcare provider, covering immunization dates, tests’ findings, and other
services. Now, the mobile phone’s SMS is the major appointment reminder in many
countries worldwide.

1.3.2 Telemedicine

The lack of healthcare providers is the major driver towards telemedicine where
the patient could instantly communicate or consult with healthcare providers via
mobile devices-bases text, voice, images, or video calls. Telemedicine facilities could
provide care for a chronically diseasedpatient at homeespecially networkingbetween
health professionals in cities and healthcareworkers and the patient in the countryside
promoting affordable and quality healthcare services [29].



1 IoT for Better Mobile Health Applications 7

1.3.3 Monitoring and Empowerment

Patients’ care could be monitored remotely with the IoT-integrated m-health applica-
tions where distant sensors and imaging devices connected tomobile phones limiting
face-to-face encounters while allowing interacting with healthcare providers and
sending data.

1.4 A Proposed Model for Diabetes Self-management

A novel IoT-integrated m-health model could enable self-management and offer
multidimensional healthcare for diabetes, as an example of chronic disease requiring
periodic monitoring, through remotely gathering and tracking patient data and
returning tailored and individualized feedback on a smartphone. This model would
provide self-management of diabetes and facilitate remote and timely clinical interac-
tion and customized feedback including advice, decision support, or lifestyle modifi-
cation based on the individual needs of a patient, using newly collected and previous
patient data.

Themodel could detect whether the level of a patient’s activities follow the desired
regimen for personal care, using clinical parameters (blood pressures, blood sugar
levels, weight, etc.), and produce suitable helping or alerting feedback advice. The
physical layer of the model integrates wireless hubs including a group of biosensors-
based devices (blood pressure meter, glucometer, weight scale, etc.) connected wire-
lessly to a smartphone which is also connected to a web-based application layer via
the available telecommunication infrastructure (Fig. 1.4). The next step is to pilot
this model for clinical evaluation to examine functionality, the precision of the shared
data, security, patient-provider acceptability, and further improvements, which are
among the ongoing work of the researcher.

Fig. 1.4 A proposed IoT-integrated m-health model for diabetes self-management
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1.5 Discussions

1.5.1 Feasibility of Implementation

IoT is a new and evolving concept that provides connectivity to the Internet via
sensing devices. M-health, a variant of healthcare defined as the practice of medicine
and public health with the support of mobile devices, is probably one of the most IoT
compatible paradigms of healthcare. From the level of concept to the level of services,
there are technical, financial, and human factors affecting the feasibility of IoT-
integrated m-health in the third decade of the twenty-first century. As far as technical
factors are concerned, a wide variety of (bio)sensors and a sound infrastructure
of communications. Explaining the technicalities of the sensors and the network
technologies is beyond the scope of this chapter; however, it is important to realize
that such equipment should be widely available, easily accessible, and easy to use.
The experience with sensors so far indicates that they need to be as comfortable as
possible given that patients – let alone people with minor health nuisances–will not
tolerate heavy or annoying devices in their environment let alone on their bodies
[30, 31].

Education concerning such technological modalities has long debated under the
term of “digital literacy”. Medical universities and professional boards are expected
to train physicians and allied health professionals. Health professionals will need to
act as multipliers, disseminating knowledge to their patients. Sometimes, authorized
representatives of tech providers could intervene. There is similar experience in fields
such as Diabetes mellitus, where tech professionals collaborate with physicians to
educate patients in terms of wearables or glucose monitoring devices. Civil society
can also contribute to digital literacy, providing simplified information concerning
hot topics such as security or fundamentals of use. There are many examples of civil
society entities (Non-governmental organizations (NGOs), scientific associations,
etc.) delivering workshops or vocational training sessions. Depending on the rate
of IoT-integrated m-health implementation, it will be important to train people as
educators capable of peer – educating their families or colleagues [32, 33]. The
response of local communities and professionals to m-health modalities introduced
during the novel coronavirus disease (COVID-19) pandemic is quite encouraging at
this edge.

1.5.2 Privacy and Confidentiality

Concerns on privacy and confidentiality on the internet have become a thing long
before IoT itself came to being. According to the “World Economic Forum” global
risk report for 2019, cyberattacks and data violations are top risks concerning the
world today [30, 34]. 2020, the year of the pandemic, marked a transition to remote
healthcare services with physicians and patients sharing information about new or
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preexisting health conditions as well as prescriptions and test results online. For
instance, popular communication platforms such as Zoom have faced security issues
and although there are no specific figures on how many medical centered meetings
were intercepted, this has been alarming. Conventional internet networks have been
the “crime scene” of such cyberattacks, but it is possible that IoT suffers from the same
problem. Fortunately, IoT has higher security standards. Developers are addressing
its security weaknesses, while features such as blockchain revolutionize the concept
of online confidentiality [35, 36].

Despite the technical superiority of IoT, there are two factors increasing its vulner-
ability to health-oriented cyberattacks. First, a prominent part of IoT has been built for
the sake of healthcare. There is an ample number of publications, including this very
chapter, presenting various aspects of IoT based healthcare. Frankly, its assets have
been praised and its weaknesses have been pointed out, providing cyber-attackers
with the technical knowledge they would otherwise struggle to find for themselves.
IoT is technically facilitating health data transmission and storage. With Magnetic
Resonance Images (MRI) scans and even trial datasets processed in aminimal amount
of time, it is almost expected that IoT channels of health data communication can
become prey for scammers and abusers [37, 38]. Furthermore, the value of health-
related data is high. According to the World Economic Forum report, on the illegal
market, “Protected Health Information” (PHI) is more significant than a credit card
and online banking credentials or even personally identifiable information. Hence,
cybercriminals are highly motivated to gain access to medical databases, to trade the
PHI, or adapt it for their benefit [35].

Finally, when IoT will become widely available, its safety will become operator-
dependent up to an important extent. In recent years, both physicians and patients
have been tricked to install credential-stealing malware. This way patients and physi-
cians themselves serve as insiders who either systematically or accidentally unveil
PHI [39, 40]. Keeping IoT-integrated m-health safe will not only take to design
sophisticated security systems but also educate their users. Choosing IoT-integrated
m-health modalities with a low learning curve and educating the users repeatedly
about security issues will contribute significantly to safeguarding health data. Apart
from technology and healthcare providers, civil society could play an important role
in spreading the word and increasing awareness about safety [30].

1.6 Future Insights

Ultimately, using mobile devices in promoting healthcare would play a key role
in managing m-health facilitating accessing and using electronic health records via
mobile devices whenever needed. The IoT integrated applications for smooth and
ongoing monitoring of critical patients could minimize health-related crises, reduce
healthcare expenses, and competently use health resources. IoT integrated tech-
nologies, the blessing of the new era, could highly minimize chronically diseased
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patients’ healthcare expenses with enhanced health monitoring and patient empow-
erment towards a healthy lifestyle hence, enabling financially rewarding patients
showing better lifestyle behaviors [41]. Professionals expect that the IoT- integrated
m-health monitoring platforms could reduce the daily load of hypertension, diabetes,
and anemia conditions, and hence improve the community economy with better
incomes for healthcare providers. Therefore, advancing human–machine interaction-
enabling techniques leveraging the heterogeneous, complex health big data with m-
health modalities would deliver better healthcare with the help of healthcare experts,
technologists, and researchers [42].

1.7 Conclusions

Integrating m-health and big data with the IoT is promising in providing affordable
and accessible healthcare, however, it is also highly challenging and requires more
investigations. Using competent biosensors and computers or smartphones-installed
health applications could manage IoT-integrated m-health data where a distributed
model could incorporate bio-sensing, monitoring, analyzing, and delivering quality
m-health services for a distant patient. Leveraging big data with the IoT involving
biosensors and other wearables could robustly and smoothly diagnose a critically
diseased patient or monitor a chronically diseased one according to signs and symp-
toms and medical records, thus exchanging technical resources to manage a distant
patient. Using big data opens the window for discovering novel knowledge and
developing innovative technologies for better standards and quality of healthcare
delivery at lower costs. Nowadays, healthcare devices are highly required for timely
and ongoing monitoring of clinical indicators or online health-related data. Today,
for mobile phones’ smooth access to high-speed Internet connectivity, several smart
patients use apps for routinely monitoring various health needs from day-to-day.
Such devices and apps are increasingly utilized and incorporated with both e-health
and telemedicine through the IoT. This work examined the applications and chal-
lenges of the IoT and m-health in healthcare. It also described innovative methods
for improving health via computational technologies and techniques for integrating
IoT and m-health. It contributed with a proposed IoT-integrated m-health model for
diabetes self-management combining multidimensional aspects of care, turning the
focus from the classical provider-oriented to a patient-oriented one that needs to be
piloted clinically.
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Chapter 2
Energy Efficient Hybrid IoT System for
Ambient Living

Atif Saeed, Abdul Basit Aftab, and Faraz Junejo

Abstract This chapter aims to highlight the usage of IoT in the current world
scenario and how it is extended and connected to the devices that we use in our
daily life, making them smart and creating a global infrastructure for ambient liv-
ing. The IoT offered making our life’s easier; hence, increasing the quality of life
through ambient living environments. The chapter also presents an in-detail knowl-
edge regardingdifferent IoTprotocols available and current state of the art for ambient
living using IoT. The chapter will also give its readers a future direction to the topic
by including a case study regarding the ‘Smart Geyser’. The case study concluded
that implementing IoT on simple gas geyser is not only easy but it could give an
energy savings up to 15%.

2.1 Introduction

2.1.1 What Is IoT?

IoT is the short form for the widely used term of Internet of Things. It explains the
synchronization of computing and smart devices with physical hardware [16]. This
connection between the physical and the cyber systems allows a seamless transfer
of data (through network connectivity) without any interference from users. There
are numerous examples of the system of IoT in the present world and the scope
of IoT is showing meteoric rise than ever before. An example of this could be to
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Fig. 2.1 IoT framework

acquire heart rate data using a simple heart rate monitor and connecting it through
a network to seamlessly transfer data to the cloud or any web-based server [17].
The two prerequisites in this would be to a parameter that could be assigned an IP
(Internet Protocol) and a connection network that could transmit that parameter for
remote access. The system and application of IoT are sought out by companies more
and more to increase the efficiency as well as increase the customer base [24]. All
of this would eventually result in better decision-making and overall increase the
effectiveness of the system. The IoT framework as shown in Fig. 2.1 is mostly based
on web-based devices that are able to process or record some sort of data. Sensors,
processors and communicating devices form the very skeleton of the IoT framework
to gather data from their respective locations or data points and then transfer it to
the desired internet protocols or server. All of this communication is done when the
sensor which is recording the data connects to an internet portal for its logging to
be done on cloud servers. Cloud servers are often programmed with algorithms to
provide a better context to the incoming data. These devices are not only limited to
transfer the data to the cloud server but often are able to communicate within them
to provide a better input to the server. Human interaction is mostly limited but not
prohibited [2]. Users can provide specific inputs to the framework which could in
the form of data access or instructions. The type of sensors, connectivity capabilities
are often dictated by the purpose or application of the IoT system. With the growing
prowess in data analytics such as Machine Learning (ML) and Artificial intelligence
(AI) which not only makes the collection of data easier but also the analysis of the
corresponding data [25].

The workforce and general public are greatly benefitting from the progress made
in the field of IoT. IoT has undoubtedly improved the standard of living as well as
the convenience in people’s lives. Business corporations are also not far behind in
taking advantage of the IoT framework [32]. Business owners and managers are able
to monitor and visualize the progress of their companies and even physical process
at all times with zero lag or delay. Human dependance has also been brought to an
all-time low as the processes can be easily automated, saving the companies extra
labor costs. This creates a chain effect and eventually results in lesser down- times
and delivery periods overall increasing the customer satisfaction and outreach of the
company. It could easily be said that this rise of IoT based applications is only the start
and this would only pick up more pace with the recent technological advancements
[26].
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From cottage industries to large-scale manufacturing, IoT has widened the scope
for each sector of business. Below are listed some of the more shared advantage to
the business:

• Continuous monitoring of business operations.
• Improvement in customer satisfaction (CX).
• Time-efficient and cost-effective solution.
• Improvement in employee potency.
• More practical business models .
• More sales and eventually profit.
• Better business deals.

The main motive of the IoT framework is to provide companies and businesses
with a new, alternate strategy to empower them with unique ideas to increase their
revenue and outreach. IoT has tremendous potential in the manufacturing and trans-
portation industry as these departments are inherently remote and involve a variety
of processes. As IoT is booming with extreme pace across all industries, it has found
great appreciation and development in the agricultural sector as well as the home
automation processes. Advanced sensors are available which can record any type of
physical quantity or parameter such as the amount of rainfall or soil contents and
even the humidity in the environment. These are only few of the examples, IoT could
be very well be adapted by the construction industry for gauging different stresses
and factor in the overall safety of the buildings [23]. As with all cases, IoT can be
extremely beneficial to home automation setup with providing remote access of all
the appliances of the house in the palm of our hands. These applications of IoTwould
encourage the reduction of waste especially paper waste. IoT can encompass every
industry in the modern world including that of manufacturing, agriculture, health
and finance [30].

The novelty or the newness presented in this research work is the implementa-
tion of a geyser system (operating on natural gas) using the IoT protocols. Very few
working or consumer-type models have been presented in the industry with energy
consumption data to compare of a conventional consumer geyser (operating on gas).
This IoT model is previously implemented only on electric geysers which are prac-
tical in first-world or developed countries where power shortage is not a problem.
Countries that are still developing enough infrastructure and generation like Pakistan
have to rely upon their natural resources. Almost 90% of the geysers operated in Pak-
istan are operated on Natural gas [18]. Implementing IoT protocol on a conventional
geyser is tricky with precise control of the valve controlling the gas influx to the
heating flame or element.

2.1.2 History of IoT

The expression Internet of Things or IoT was coined back almost two decades ago.
The actual concept of such a framework to incorporate cyber and physical systems has
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Fig. 2.2 Kevin Ashton,
inventor of the Internet of
Things [29]

been around from at least the1970s. It was known by the term of ‘embedded internet’
back then. Kevin Ashton (Fig. 2.2) while working at Procter Gamble, supply chain
division came up with this terminology. His main aim behind this term was to attract
the higher management in the company and internet being the buzzword in the late
nineties grasped their attention. Kevin was successful in gaining attention of a few
but Internet of Things rose to real prominence after a decade.

In the middle of 2010, the idea of IoT gained much more momentum when it was
leaked that Google Maps and Street View service was in addition to the photographs
was also storing data regarding people’s WIFI networks. This was a combination of
storing both the physical as well as the cyber world. It was then picked up by the
Chinese government and included IoT in their next five-year plan.

“Internet of Things” was picked up by one other company named Gartner at the
start of the previous decade (2011) and included it in their emerging phenomena’s
list. Gartner is also attributed with the invention of ‘Hype-cycle for emerging tech-
nologies. The very next year Europe saw the conference be a massive hit gathered
around the concept of Internet of Things. Simultaneously other media magazines
and outlets also added the term IoT to their vocabularies.

In late 2013, IDC only estimated the potential market and worth that IoT was able
to collect. It was estimated that it would be at a whopping 8.9 trillion dollars by the
end of this decade. By 2014, the term had become widely popular and was the mass
public was very much accustomed to it. Tech giants like Google announced their
pilot projects such as Nest for 3.2 billion dollars. CES (Consumer Electronic Show)
was also prepared around the theme of IoT.

2.1.3 Energy Efficiency Using IoT

The use of IoT would help in lowering the costs as well as bring sustainability to the
way businesses are being carried out. 2018 saw the rates of energy reach a five-year
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high to 10.67 cents per Kilowatt, even worryingly these rates were the second highest
in the decade of 2010–2020 [36].

To better understand how IoT can play a part in reducing the cost is to look at
how the whole framework works. The IoT is based on sensors, which collect data on
whatever they are placed in and whatever parameter is required off them. This could
be used to gauge electricity usage as to monitor and cancel any unnecessary usage.
Once the trend or analytics of how electricity is being used in a particular facility,
different strategies or plans could be implemented that could offer us valuable benefits
both in terms of lowering the costs as well as sustainability’s.

For example, with this information, high power consuming devices could be
replaced with smart, green electronics. A traditional light bulb could be replaced
by a LED. Overhead costs could be removed by effective and efficient monitoring
through IoT systems. IoT based systems could be incorporated into newer renewable
plants to achieve maximum throughput of both the facilities. Many other methods
are being explained in the following paragraphs [22].

2.1.3.1 Ventilate Only When Necessary

This is pretty novel and logical. Sensors are placed in the environment to carefully
monitor the quality of the air. One major indicator of the quality of the air is the
amount of Carbon Dioxide in the air. The ASHRAE (American Society of Heating,
Refrigerating andAir Conditioning Engineers) are also of the opinion to set standards
and prevent over-ventilation in their facility. As more air is being replenished, it
further needs cooling or heating which results in extra usage of electrical energy.

Application of a control ventilation systemwould help in themonitoring ofCarbon
Dioxide levels as well as prevent over ventilation. Only when the air quality is worse
enough, will the air be replenished resulting in saving energy costs.

2.1.3.2 Reduce Your Energy Usage During Peak Times

Energy being one of the most vital resources available to man is often rated or
calculated according to its demand and usage. This is why its demand and eventually
its rates vary with different times of a day. In hot climate, the rates must be higher
than that for a cooler season.

IoT devices can also curb the additional costs deliberated by these peak hours by
using the phenomenon of peak shaving. In this the IoT devices carefully look at the
trend of each and every appliance or device in a facility and determine which of those
are more likely to operate in peak hours. Then adjustments are made to minimize
these costs.

Smart meters are applying this concept very effectively as they collect the power
usage of a particular facility and then carry out the whole concept of peak shaving.
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2.1.3.3 Take Advantage of renewable Energy

Sustainability cannot be achieved without making the switch from fossil fuels to
natural resources. Incorporating these new streams of inputs would not only help in
reduction in costs but also improve the brand image in the eyes of mass public. IoT
can be used to tap into numerous renewable resources including those of thermal,
wind or solar energy.

Solar energy is one of the most abundant in the world. IoT can be used to setup
solar power monitoring through the period of sunshine and other system parameters.
IoT sensors can gauge the levels of these parameters and this would optimize the
performance of the whole setup.

These measures are impactful but their real impact can be seen when they are
put in combination with each other such as renewable resources combined with the
monitoring power of IoT to reach the optimum level of performance.

2.2 IoT Protocols and Standards

2.2.1 IoT Protocols

One of the most important and critical components of the IoT framework are the IoT
protocols. In the absence of these protocols, physical systems will be of no use to
the whole system as they would not be able to exchange any kind of data between
them and also to the cloud. The basic foundation of data interchange is based on this
aspect and protocol of IoT. The protocols allow for the transfer of data packets and
specifically the useful information to the end user resulting in a financially viable
implementation of the IoT device management. As mentioned before, IoT involves
a lot of two way information between the sensors, cloud, devices and users and that
is why robust protocols need to be followed to make sure that the vital information
is passed on without any corruption and without any leakage [1].

2.2.1.1 Constrained Application Protocol (CoAP)

This protocol provides a separate, limited and restricted protocol for the working of
IoT devices. The current state of the art network facilities is free and can be used
anyone. This makes it vulnerable to hacking as well as power consuming for the
use of IoT. The CoAP converts HTTP models to work in restrictive environments.
This protocol is highly dependent on the User Datagram Protocol (UDP) to deploy a
secure and smooth communication path between the ends. This protocol also includes
the ability to broadcast simultaneously to multiple endpoints resulting in the ability
to maintain a connection between various hosts and networks. The communication
speed is adequate due to the lowbandwidth resulting in this protocol being suitable for
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Fig. 2.3 CoAP protocol

the wireless networks and especially in the M2M environments where the resources
are limited. CoAP also uses a RESTful architecture which is based on request and
response interaction between different devices. The basic flow of CoAP is shown in
Fig. 2.3.

The protocol being discussed also provides a greater degree of control on the
messages being sent and tag them as confirmable or not. This makes it easier for the
devices as they could acknowledge. To add to these features, the CoAP includes the
attribute of resource discovery and content negotiation. CoAP is an extremely easy
and convenient protocol that meets the demands of a very basic IoT system and is
often preferred to lightweight devices. CoAP is a very viable system that helps in
IoT systems especially those already existing web-based clients [41].

2.2.1.2 Message Queuing Telemetry Transport (MQTT)

This protocol (MQTT) is one of themost used and viable standards in the deployment
of Internet of Things (IoT), especially in the industrial environment. This application
is a very thin protocol used for messages. As it is made for portable devices, its
structure has beenkept rather fine and convenient tomake sure that the power drainage
is not immense. It is based on TCP/IP protocol which means that it takes into ac-
count any disturbances in communication networks [20].

The model that the MQTT adopts is a three-prong model with a subscriber, pub-
lisher and broker. The publisher is able to gather information and transmit it to the
subscriber and the broker in between acts as a bridge. The main purpose of the bro-
ker is to make sure that the security standards are being followed to ensure no data
leakage. The various modes of assuring quality and standard with in this protocol
are listed below:

• QoS0= is the fastestmethod as the confirmation is not required from the subscriber.
• QoS1 = is ensures only one confirmation message but the messages sent from the
publisher might be multiple.

• QoS2 = is the most reliable method as confirmation is received and the number of
duplicate messages is controlled.

MQTT has found wide applications in various devices such as electric meters, detec-
tors and industrial machinery. MQTT has the apt number of features to fulfill the
following needs:
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Fig. 2.4 MQTT protocol

• Limited usage of bandwidth.
• Wireless connectivity.
• Low power drain.
• Reliable.
• Less load on processing power and memory.

MQTT does have its limitations and one of them is that the environment that this
protocol offers is the a very restrictive environment. MQTT-SN solves this problem
by using a UDP protocol and supports name indexing. MQTT also is not well suited
to data visualization and device management. This is why the main onus is on the
device to manage and represent data as shown in Fig. 2.4.

2.2.1.3 WiFi

WIFI is one of the most common and important technology in the contemporary
world. Wi-Fi networks are based on sending signals over the air to various devices
which may be smartphones, computers or even cloud servers. Routers are one of
the most common devices which are responsible to disperse the network signals all
throughout the house and eventually provide a network connection to the devices
in the home. With modern smartphones, they can be converted into WIFI hotspots
which results in mobile phone sharing their networks even if the routers are not
operating or present.

Themain technology that is used to transmit wireless signals is radiowaves. Radio
waves have the frequency either 2.4 or 5GHz. These frequencies are in the range in
which different devices can work. These frequencies are far apart to make sure that
the load is distributed and not burdened on only one frequency.

AWIFI connection has a typical reach of about 100m.However, themost common
WIFI routers are only up to 35m. There are several factors that play an important
part in the transmission of WIFI signals which include the antenna strength as well
as the frequency of transmission. Other external factors also play a very important
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role which concludes the environment. One simple rule applies that the closer the
device to the main transmission device, the stronger the wireless connection between
the two is established [34].

2.2.1.4 ZigBee

ZigBee is especially designed for low power applications and devices. Its throughput
is comparatively low as compared to others at only 250kbps. The connectivity reach
for ZigBee is 100m between access points. The most common implementation of
the ZigBee protocol is for the sensors and personal WPAN. This makes it suitable
for low power home automation and monitoring systems. In 2003, its specifications
were classified as IEEE standard but its widescale adoption by devices did not start
by the start of 2006.

The main purpose behind the discovery of ZigBee was to find a protocol for short
range devices that had the ability to adapt and change automatically without any user
input. It was supposed to be used mainly in communication devices such as different
sensors and monitoring devices. This protocol is very convenient to setup and not
prone to corruption of information. Its prerequisites are relatively cheap and simple
like microcontroller and sensors to gather information.

Features like self-assembly and self-healing grid topology help the ZigBee to be
convenient and scalable to multiple and several nodes making it one of the most
preferred choices for suppliers and developers [14].

2.2.1.5 Bluetooth

Another technology that enables wireless connection between devices is the Blue-
tooth technology and it is widely available in mobile phones and smart devices. It
is an open-standard specification with IEEE. The reach of the Bluetooth technology
varies according to the source antenna and could be ranging from 1 to 100m in open
space. Typically, themost common one is with the range of 10m and is widely used in
portable devices. Connection between devices on different floors as well as different
rooms can be made using the 2.4GHz frequency.

Bluetooth technology makes use of data packets to transfer data and does this in
about 79 channels. This standard has been carried out from the very first generation
of Bluetooth (Bluetooth 1.0) and a bandwidth of 1MHz. All of these specifications
make the maximum data transfer speed at 721 kbit/s. However, the latest Bluetooth
standard of 4.0 has pumped the transfer speed to a whopping 3.0Mb/s. Each iteration
of Bluetooth standard is also backward compatible which makes legacy applications
and devices still workable.

Bluetooth is a patented technology and most of its technology is free and products
could incorporate Bluetooth to make it Bluetooth compatible [9].
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2.2.1.6 Extensible Messaging and Presence Protocol (XMPP)

The credit of introduction of this protocol goes to the Jabber open source community.
It was first introduced in 1999 and its main purpose was for real-time communica-
tion through messages. It is based on the XML language and enables exchange of
messages and other elaborate data at real-time between multiple devices.

Ever since XMPP has been introduced it has been adopted more by the com-
munication frameworks. As it is a lightweight client, XMPP-IoT is used more and
more in the context of Internet of Things. In addition to being lightweight, it also
has the advantage of being able to scale up for different applications which is why
developers are preferring it over other protocols, providing a much better experience
at the consumer end.

It does have a few limitations which includes no quality assurance neither any
encryption which is imperative to maintain privacy. This is the reason that some
consumers are wary of using it as they believe that their sensitive data might be
leaked. The protocol needs to work on its end-to-end encryption to make sure that it
is widely accepted in the industrial landscape and is often replaced with the protocols
such as MQTT or LwM2M [19].

2.2.1.7 Data-Distribution Service (DDS)

DDS framework of technology makes use of the publish-subscribe methodology.
Object Management Group (OMG) is responsible for the introduction of this proto-
col. This protocol enables multiple new benefits that were not possible before such
as the ability to communicate in real time between connected devices with robust
results and a structure that could be scaled to different sizes. Other positives include
that it reinforces broker less architecture and multicasting to ensure greater standards
and operations.

The basic skeleton of the DDS framework is based on the DCPS (Data Centric
Publish-Subscribe) layer and the DLRL (Data-Local Reconstruction Layer). Sub-
scribers are given a resourceful, efficient system that could be scaled to different
sizes by the DCPS Later whereas the DLRL offers an outlet to the DCPS layer for
data exchange between different Internet of Things devices.

The DDS protocol could not be counted as run-of-the-mill Internet of Things
solution but it is still able to hold its place among the various other options avail-
able. Its application has been beneficial in the management of smart grid as well
as the new talk of the town, autonomous vehicles and robotics. In addition to the
before mentioned applications, the DDS framework can also be applied to the data
interchange management between smaller applications and devices and scaled up to
almost higher applications. Data exchange from the cloud is also possible using this
framework [47].
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2.2.1.8 Advanced Message Queuing Protocol (AMQP)

This is an open standard protocol with the ability to publish and subscribed. It was
introduced in 2003 and builds upon the works of financial services sector. This tech-
nology is still primitive or in its early stages when in talked in context of the Internet
of Things (IoT) Industry. This protocol has picked up considerable momentum in
the information communication department. The single most important benefit of the
AMQP is the durability and quality it provides in the communicationmodel. It assures
proper transactions. IoT applications are not always looking for these qualities but
are nevertheless important in data exchange. It is not preferred in the application of
sensors with confined resources that may include bandwidth, processing power or
network connectivity.

2.2.1.9 Lightweight M2M (LwM2M)

The basic difference between the various other protocols from this one is that this
protocol is specifically designed for IoT and its resource handling and for those
devices that have certain limitations in terms of their resource. It originated in 2014
by the Open Mobile Alliance (OMA). It is a comprehensive platform for IoT data
exchange and device management.

2.2.2 Importance of Different IoT Protocols

These different IoT protocols are the reason and difference between a smart device
and an ordinary device. These protocols enable the device to actually report the cause
of any failure to other or ‘mother’ devices. This is the basic trait along with being
sync to other devices and communicate that offers any device any ability to be smart.
This communication can only happen when there is a common medium in between
the two devices, these protocols provide the basis for these mediums and result in
effective communications between the two devices. These protocols could be the
existing ones already in use or newly developed for the purpose of communication
between these devices.

Furthermore, the presence of specific protocols for communication between de-
vices results in the elimination or at least the minimization of clutter and fragmen-
tation that would arise if different frameworks were being used for each new single
device. Different frameworks also pose a threat to the devices and overall system as
these makes them make vulnerable to security failures and threats.

As the issue of unification of protocols is pretty logical and acknowledged by
all, very few efforts have been put in this direction to come to a uniform platform
or protocol for the IoT industry. In recent times, a boom of new IoT protocols is
witnessed and each of the protocols has taken the challenge to offer flexibility as
well as security benefits to the IoT industry. OMA lightweight M2M is one of those
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protocols that has greatly reduced the needs of other protocols as it results in greater
security benefits as well as the ability to provide a wide range of solutions to the IoT
applications.

Fragmentation in IoT application is a reality because of the very decentralized
nature of any IoT application. This is because multiple devices are used to connect
to each other and with each new device comes its different caveats and frameworks.
This creates a very diverse ecosystem of IoT devices with each devices only needing
certain features in their protocols. IoT protocols are often divided with their func-
tionality as the connectivity infrastructure (6LowPAN) , data transmission (MQTT,
CoAP) and communications (Wi-Fi, Bluetooth).

2.3 IoT in Smart Living

The main purpose of introducing the concept of connected devices and an overall
system where each and every process happens in sync to the other devices is to make
life easier for the common person. One other purpose that it serves is that it results in a
smart ecosystem that is aware of the resources that it has to use and eventually uses its
resources mindfully for a sustainable future [11]. Below are mentioned some of the
smart home applications that can help in the convenience as well as the sustainability
of our future lives [42].

2.3.1 Features of IoT Based Smart Living

2.3.1.1 Communicate and Interact with the User

The concept home is a very basic and interesting phenomena. The fact that each and
every appliance of a house is connected to each other and the user and at real time
communicate within would really help in making our lives easier. All the different
sensors, actuators and other controllers in the house are linked to one other through
a central connection and the user can program different scenarios as well as different
configurations according to different time and situations. This would save immensely
on the energy costs as for example all the lights be dimmed when its night time or
all lights turned off for unoccupied rooms. Several smart devices are available in the
market that provide a better contextual awareness to the sensor that would further
make energy management system look like a walk in the park.

2.3.1.2 Using a Wi-Fi Based Wireless Sensor Network

The type of automation proposed in this system is that the user could control the
appliances of the home remotely. The control panel appears on his/her phone or PC
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and he/she could perform the required action. This automation could also be done
using the application of motion or proximity sensors to detect the presence of people
and then turn the desired appliance on or off.

2.3.1.3 Personal Assistance

One other form of home automation could be the use of virtual assistants that are
made in charge of the house affairs. These assistants then using artificial intelligence
(AI) and Machine learning (ML) run the tasks of the house and notify the user with
the help of speakers and screens.

2.3.1.4 Saving People Time and Energy

All of these home automation techniques are used for two basic purposes that is
to conserve energy and time. By using all of these devices, we are putting all the
redundant tasks of our daily life in the hands of the computer to handle using smart
hubs and smart homes.

2.3.2 IoT Based Smart Products for Ambient Living

Internet of things is based upon internet. The more devices that are compatible
with the internet, the more we can widen the scope of IoT applications. Already
smartphones, computers, laptops are fully connected to the internet stream and make
intercommunication between them possible and efficient. These devices also provide
remote control of any such system based on IoT. It is a staggering fact that the number
of connected devices has outnumbered the human population on earth.

The production of IoT devices is seeing ameteoric rise. These products are greatly
in demand including smart gadgets, watches, laptops and mobile phones. Even vehi-
cles are being atomized and digitized and are wanted by the people even more.

2.3.2.1 IoT Products Life Cycle

The list continuous to grow and many more IoT based devices are introduced that
made human life much easier. However, the purpose of this chapter is to put a light
on device that is not much discussed and considered to be a new in IoT based product
line [44]. The basic cycle can be seen in Fig. 2.5.

IoT products follow a very simple development cycle. Deployment is the first step
and the processes of monitoring, servicing and managing follow after that. Few of
the very popular internet of things devices are mentioned below:
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Fig. 2.5 IoT product lifecycled

• Google Home Voice Controller
• Amazon Echo Plus Voice Controller
• Amazon Dash Button
• August Doorbell Cam
• August Smart Lock
• Kuri Mobile Robot
• Belkin WeMo Smart Light Switch
• Flow by Plume Labs Air Pollution Monitor
• Nest Smoke Alarm
• Nest T3021US Learning Thermostat Easy Temperature Control
• Philips Hue Bulbs and Lighting System
• Bitdefender BOX IoT Security Solution
• IoT based air conditioners.
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2.4 State of the Art in IoT Technologies for Ambient Living

The research areas of smart devices for ambient assisted living (AAL) holds a major
chunkof IoT and isn’t restricted to smart home, controlled environment,Adaptive and
self-decision-making algorithms and sensing and actuating technologies. Previously,
many published researches showcased enough work related to above mentioned filed
highlighting its current state of the art and advance proposed features to improve the
quality of life and work. The research [17] presented the combination of intelligent
personal assistants, cloud networking and IoTbased smart sensing network to provide
a smart environment for older or disabled people. The research articles [4, 6, 43]
summarizesmany subtopics and features related to ambient assisted living like human
health monitoring through wear- able gadget, smart activity recognition or alert
system,moodmonitoring, adaptive devices and user interfaces, application of various
algorithms on collected data, etc. Also, [5] gives brief review on IoT based ecosystem
that could be the thing of future. As discussed, usually the AAL is related to smart
homes or environment as presented in [38, 45] but the concept of smart buildings was
bought up in [13]. For controlling, sensing and triggering purposes [15] presented
an approach to sense human presence using wireless sensor networks (WSN), the
protocol adjustment of such sensing network is usually based on scattered mobile
terminals [3]. Home automation using emotion and mood recognition were also
presented in research [28] however, still work is required on it for its large-scale
implementation.Another prominent area to think of is IoTbased smart security-based
system, this emerging field could bring a revolution sincemany IoT devices does have
basic security protocols but doesn’t have a onewindowsolution for all, the researchers
tries to overcome this gap [8, 21]; however, still various firms are still underway
of its development. Yet another work on the concept of smart cities and services is
carried out in [10] and IoT is implemented for educational and entertainment purposes
and also smart museums [35] system based on localization technique. Some of the
researches also presented systems like autonomous parking stations [31], a WSN
based navigation system [37], Safety Systems [33] and AI based activity prediction
system [27], all of these researched are meant to make our life’s easier and create an
environment of ambient assisted living AAL.

2.5 Future Direction for Ambient Assisted Living

2.5.1 Case Study: Smart Geysers

2.5.1.1 Need of Automation

Because of the rising competition in society, the value of time has increased. More-
over, as everyone has a busy schedule, we prefer appliances that require minimum
effort and saves time. People have their homes automated to easily control their
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appliances with their smartphones, or using voice recognition. Appliances such as
tank gas geyser need to be automated as well because of their complex operation
and the time they take. The normal tank gas geysers take up time, are not easy to
turn on and off, waste quite an amount of gas, and are not ecofriendly. Since they
are not very convenient to turn on and off, people tend to keep them on for a longer
period of time and during the winters, they usually keep it on throughout the season,
this results in gas consumption and unnecessary pollution. With an alarming brink of
global warming [12], the least we can do is reduce this consumption and automation
does not only help us with this but save time as well. Usually, with tank gas geysers,
we do not have constant supervision on gas leakage and flame/temperature control,
this can be fixed as well and gas leakage can be detected using automation [40].

2.5.1.2 What Is Smart Geyser?

Smart Geyser machine kit is a control box kit that can be easily integrated to any
tank water geyser making the device communicate with a smartphone through iot,
this makes it easier for the user to control their geyser and turn it on or turn is off
with just a push of button, they can monitor their geyser parameters like temperature,
water presence, flame status, gas leakage. There is time scheduled turn on and turn
off in the device too so that it will perform its action daily on the fixed scheduled
time.

2.5.1.3 Working Framework of Smart Geyser

Once the geyser is turned on the pilot flame is always on producing some pollution
and wasting gas and a lot of population use gas water geyser and throughout the
winters it always stays on so had to come up with some technique that lights the
geyser up only when want and turn it off when don’t without wasting a significant
amount of gas, not only needed a convenient way to control the geyser too, therefore
had chosen iot to control the whole hardware and monitor it’s parameters on a single
mobile screen. The pilot performs three major functions:

• Heat the thermocouple to create small electric current that triggers the operation
of gas control.

• Signals gas control valve that pilot is lit,
• Ignites the gas from the main burner when it is released [7].

If the pilot light is ON and thermocouple is under the influence of the pilot flame,
and the thermocouple is working andmaking electrical connection to the gas control,
then the electromagnet is energized. The electromagnet holds open the safety valve
for as long as the pilot flame is heating up the thermocouple. The block diagram of
the system is given below in Fig. 2.6.

On the app, have a control button and timer input function as well now when
the user input the specific time interval from a real time clock from the phone the
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Fig. 2.6 Smart Geyser block diagram

MCU checks if the real time matches with the input put time range if yes then MCU
sends signal to relay to switch the solenoid valve on and the igniter as well and since
already discussed that the flame sensor and the spark igniter are in close loop so the
MCU will continuously check if the flame is on to turn off the igniter, the geyser
parameters like water status, gas leakage and flame statuses are displayed on the app
and the temperature of the water is displayed in the form of numeric value and graph
as well. The process flow of system is given below in Fig. 2.7 explains how it works.

2.5.1.4 Mobile Application for User Interface

Blynk is a communication protocol for mobile to device interface using internet or
Bluetooth, With an ease of access and template formation blynk can connect several
boards like nodemcu, Arduino, rasberry pi, etc. can control hardware remotely with
ease, also can monitor sensor data, and can do various tasks from controlling to
monitoring [39]. Blynk server is a bridge that connects the smartphones and IoT
devices. The GUI can be seen in Fig. 2.8 User has the authority to use it under local
network. Being an open-source application, and have ability to handle thousands of
devices and can even work with raspberry Pi. The final working prototype of the
system can be seen in Fig. 2.9.
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Fig. 2.7 Smart Geyser process flow diagram

2.5.1.5 Energy Savings Using Smart Geyser

The IoT based device help user conserve energy by continuously monitoring the
temperature of water and automatically turn on or off the supply of gas when geyser
didn’t want it. In most of the household this is a very common practice to turn on
geyser before using it and then after reaching the specific temperature the pilot mode
got turn on and geyser continuously consumes energy even if it’s in small quantity.
The smart geyser will not only turn off the gas when a certain temperature reached
but also automatically turns it on when temperature falls below the set threshold by
user. The smart geyser was observed for a period of 1year in order to observe the
gas savings and it was observed that over the period of one year the gas savings was
around 15 %, the readings can be seen in Table 2.1 and its graphical representation
is given in Fig. 2.10.
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Fig. 2.8 Smart Geyser user interface

2.5.1.6 Is Smart Geyser Sustainable?

The sustainable development goals are the plan layout to achieve a preferable, steady,
and a better future for all. It confronts the global challenges are being faced or would
face if action is not taken at this very stage [46]. Issues such as climate changes,
unemployment, poverty, inequality, pollution, environmental degradation, peace, and
justice are challenged through this layout. There are around 17 highlighted issues
that need urgent attention and action; these highlighted issues are all interconnected.
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Fig. 2.9 Final working prototype

In order to tackle all these issues, it is a must that they are accomplished by the year
2030 or else it can become quite impossible for us to face these issues, The goals
are:

• GOAL 1: No Poverty
• GOAL 2: Zero Hunger
• GOAL 3: Good Health and Well-being
• GOAL 4: Quality Education
• GOAL 5: Gender Equality
• GOAL 6: Clean Water and Sanitation
• GOAL 7: Affordable and Clean Energy
• GOAL 8: Decent Work and Economic Growth
• GOAL 9: Industry, Innovation and Infrastructure



2 Energy Efficient Hybrid IoT System for Ambient Living 35

Table 2.1 Monthly energy savings using smart Geyser

Month Units consumed without smart
Geyser (Mcf)

Units consumed with smart
Geyser (Mcf)

1 300 252

2 325 266.5

3 312 277.68

4 338 270.4

5 330 287.1

6 223 189.55

7 240 216

8 220 187

9 180 144

10 210 178.5

11 212 180.2

12 256 212.48

Fig. 2.10 Energy savings using smart Geyser

• GOAL 10: Reduced Inequality
• GOAL 11: Sustainable Cities and Communities
• GOAL 12: Responsible Consumption and Production
• GOAL 13: Climate Action
• GOAL 14: Life Below Water
• GOAL 15: Life on Land
• GOAL 16: Peace and Justice Strong Institutions
• GOAL 17: Partnerships to achieve the Goal



36 A. Saeed et al.

Smart Geyser covers three main goals from the above

• GOAL 9: Industry, Innovation and Infrastructure
• GOAL 13: Climate Action
• GOAL 15: Life on Land

Industry, Innovation and Infrastructure
Mechanical thermostat tank water gas geyser was taken and upgraded it with elec-
tronic kit that will make it workmore efficiently andwill conserve gas. The kit is very
easy to install the sensors are very easy to integrate in a normal house hold gas geyser.

Climate Action
Air pollution affects virtually every country in the world and every part of society.
Only one in ten people lives in a city that meets WHO air quality guidelines. Air
pollution in homes is an important risk factor for an estimated 2.9 billion people
worldwide, especially those in low- and middle-income countries where biomass
and carbon fuels are often burned for cooking and heating. In total, approximately 2
billion children live in areas that exceed WHO’s annual fine particle guideline of 10
µ g/m3 (the concentration of fine particles that constitute a long-term inhalation risk)
so basically this a serious issue and when observe and look around and see that there
are countless number of vehicles, devices, factories and even household appliances
that are responsible for air pollution. Gas geyser is one of them as can observe that
there is a pilot flame that always stays on once the geyser is turned on, that flame
controls the geyser combustion process but at the same time it produces pollution so
therefore came up with a solution and replaced the pilot flame with spark ignition
system and the flow of gas is controlled through a solenoid valve therefore the flame
will only turn on when needed otherwise the solenoid valve will shut and the gas
will stop flowing.

Life on Land
The operation of a geyser is risky when want to turn it on, sometimes when there
is gas leaking inside the combustion chamber and try to lit the burner up can do
some serious hazard, thus can say that a normal tank water geyser is not very safe to
operate. Smart geyser gives you an option to turn your geyser on from a safe distance
it gas feedback sensors and conditional sensors that keeps you updated with geyser
status and parameters.

2.6 Conclusion

The use of AAL technologies is increasing day by day with the increasing population
of older people. IoT andWSNmade the implementation of AAL easy and has played
a vital role in its increasing popularity. Support for active and independent living
requires addressing the main challenges of IoT such as data veracity, integration,
interoperability, privacy, reliability, security, and usability.



2 Energy Efficient Hybrid IoT System for Ambient Living 37

Various recent research showcased the challenges faced by IoT based AAL tech-
nologies such as the advanced coding to develop AI based algorithms tomake system
intelligent enough for decision making, control, domain related issues, user friendly
interfaces and SOPs to develop wearables. However, the long-term benefits for the
implementation of AAL are listed below.

• Improved life quality in terms of office, home, spare time activities, social gather-
ings through innovative wearable technologies;

• Smart cities and digital transportation systems;
• Easy to access public sectors through the implementation of smart e-services;
• Better security;
• Advanced data gatherings and statistical analysis for public benefits;
• Stable economy through smart and digital currencies.
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and Impacts of Climate Change in South
Asian Region: A Concern Related
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Abstract The Effect of GlobalWarming and rapid changing climate in an indefinite
manner is a major concern and all domain of science are trying to address it in their
ways. It is not only creating challenges to food production, yet to the human health.
The presented research work is all about the prediction of the yield of agriculture
of the land without involving any activity of humans and this makes our procedure
superfast and quite easy and reliable for humans and hence the name of the project
“Predicting Agricultural Productivity”. Main purpose of the research work includes
the implementation and training of machine learning algorithms for the prediction
of the yield of agriculture so that the error can get minimized and accuracy gets
maximized. For training of the model, a collection of features from actual yield and
pictures of satellite is extracted by us. After This phase, a suitable algorithm like
Naive Bayes, NN and its variant are chosen and used as the mathematical way to
learn the parameters that are based on the features of yield. Then during study, harvest
of agriculture is prognoses for a separate set of data. Data that is prognosticated
is compared in contrast to the actual land yield. The manuscript also focuses the
different data sets which are obtained by satellite imaging and using remote sensing,
the clear mapping of current condition is obtained which helps to predict the yield
in better way.
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3.1 Introduction

The study content of this research manuscript gives a short explanation of what
is explained in the project, for example usage of NASA’s data of remote sensing
that is publicly available and the application of certain algorithms such as Naive
Bayes theorem and Neural Network theorem for implementation of the idea. Design
of system and methodology of this work includes the design of the system that is
depicting the flow of data in data flow diagram and use case diagram and also the
diagram of activity. Result and implementation described in this manuscript gives
the requirements of the system for implementation of project.

3.1.1 Problem Introduction

In today’s world, there are many positive impacts by production of agricultural
commodity onwater resources, food security and economic stability.Without the use
of any highly improved sensing technology, we aremany times helpless like on Earth,
humans are able to see a very tiny part of electromagnetic spectrum. In order to see
complete range of complete electromagnetic spectrum, usage of gamma, microwave
and infrared waves. For solving complex problems, all the data and required pictures
acquired by these satellites are taken [1].

The key problems need to be addressed in remote sensing data area used in
agriculture statistics with more accuracy are mainly for

• Monitoring of cover of Land.
• Construction of frame of area.
• Data collection with the help of data collected from Support field.
• Estimation of area of crop [2].
• Miniaturization of crops and Forecasting of yield.

3.1.1.1 Motivation

For prevention of famine and supporting of humanitarian efforts, monitoring of agri-
culture is used in developing countries. To subsidize production of farms and regula-
tion of commodity prices, improved forecasts of yield of agriculture is used. These
forecasts are also used in water use optimization and for the growers demanding
better strategic management. Financial institutions use forecasts of production to
trade the features of commodity [3].
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3.1.1.2 Experimental Research Work Objective

There are many challenges in prediction of crop yield such as yield estimation which
means the prediction of the crop yields before harvesting. We are able to present
an accurate, inexpensive and the scalable methodology to predict the yields of crop
using the publicly available data from remote sensing.We are also going to exhibit the
traditional old way for the extraction of features in project and also wish to propose
an approach that is based on the ideas fetched by learning of modern representation.
In other case, a technique is also introduced for reducing dimension. This allows
training a network such as LSTM or CNN. This also helps us to learn beneficial
features when there is less work of labelling training data [4].

Since in India and most developing countries, the rural persons especially farmers
are less computer literate, so the application has been designed for mobile platform
as a prototype and after its success, more advanced version will be developed.

3.1.1.3 Scope of the Research Work

Forecasting of crop means to the prediction of the harvest of crop in tons/ha and the
ability for defining the production before the harvesting of crop actually take place
and the time period includes a couple or month or more. Production of crop yields
such as corn, wheat, rice has always a very attractive area of research for earlier
meteorologists. In international and national economic programming, prediction of
crop yield may be proved useful sometimes. It can also be used for the estimation
of crop production in long or brief term when a network which learns relations of
effective climate factors is defined [5].

Satellite imagery are also used for the forecasting of agricultural yields in many
previous studies, whereas traditional studies use only moving average techniques,
physically based models and regressions. In present scenario, machine learning and
IoT based techniques are also used for the prediction of yield. One example of such
a study is “Predicting agricultural productivity in California using satellite data and
machine learning” [6].

3.1.2 Key Areas of Our Concerns

3.1.2.1 Healthcare and Human Health in Global Scenario

Healthcare is basically an industry or a field on which people focus on themselves
to be healthy by opting good and natural habits. People can take advice from the
professionals in order to become healthy. The healthcare professionals are basically
nursing and doctors. In order to become healthy, onemust have good hygiene, regular
exercise and yoga included in daily activities [7].
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There are many areas of study in healthcare which includes Clinical Healthcare,
Administrative Healthcare, Therapy and Rehabilitation and Public Health [8, 9].

In our global scenario, good global health governance is getting important day by
day. Scenarios help us for exploring the possible health development future. Eight
scenarios are considered by considering three criteria i.e., “global-scope”, “long-
range outlook” and “integration”. After looking into the dimension of health in some
of the collected scenarios, only 14 gave reasonable description out of 31. Nine of
them described only some specific pressures with regard to certain aspects of human
health [10, 11].

Only 15% of the scenarios describe health in a perfect adequate manner and in
a proper adequate way. Two groups of Global Scenario described health as the pure
outcome of environmental and socio-economic changes and only one of them gave
genuine reasonable description. This indicates that in the current sets of scenarios,
health is given no importance [12].

3.1.2.2 Big Data Analytics and its Approach for Healthcare

It actually refers to the systematic processing of the large volume of data that we get
through the industry in order to produce the relevant information. The data includes
the transactions of various business, records of an organization etc. Big data collects
all the chunk of data and then do the analysis to produce information [13].

It is basically used to derive relations between the customers and their preferences
so that they are able to know about customer’s choice and behaviour in order to
increase the sales by offering them a no. of varieties [14].

Whenever it comes to healthcare, we know that healthcare is implemented at
many levels. In healthcare we need to process many data at a time in order to get the
information. Data of healthcare includes no. of doctors and nurses, clinics, medicine,
no. of surgical instruments, record of patient etc. In order to manage all the data, we
use the big data analytics and it has a main role in maintaining the sustainability of
healthcare system [1].

Big data basically works on three parameters: volume, variety and velocity. Here
volume symbolizes the huge volume of data that we get to process information.
Variety symbolizes the no. of parameters to relate the data to get accuracy and velocity
summarizes the speed at which we are able to get the result of a particular query [15].

3.1.2.3 Big Data Analytics in Agriculture

In agriculture, big data is viewed as a perfect combo of technology and analysis
which can be used to convert the data that is collected from various resources into
useful information that is actionable. The process by which the big data analytics is
applied on agriculture is called Data mining. It basically refers to the identification
of certain patterns in the given data in order to get a behaviour which really helps
businessman and many professionals [16].
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Big data analytics is very useful in agriculture for controlling the weeds and for
protection of crops. Some of the challenges that we have to face during big data
analysis are such as collection, modelling and analysis of data. The ownership of
the data is analysed via ethical matrix method so as to find out the concerns of the
landlord of agriculture business, consumers etc. [4].

3.1.2.4 Annals of Agriculture Production in Indian Scenario

The rank of India is second worldwide in producing the outputs of farm while it
ranks first in the area of cropped area. In India, agriculture and its sectors have
15.4% of the GDP but now due to the broad economical growth of the country, the
agriculture’s GDP is continuously decreasing. Most of agriculture exports of India
serve the nations that are developing or very less developed. Indian foods are exported
to approximate 130 countries [17].

In order to expand production and give a greater number of varieties, Crop diver-
sification is done. In India, it is basically reviewed as transition from less grown to
more remunerative crops. It takes place due to the policies of government such as
TMO. Crop diversification needs to practice in areas which receives enough rainfall
so that the chance of crop failure is less [5].

3.1.2.5 Correlation of Human Health with Agriculture Production

There has been tragic change in the field of agriculture since 1988. There are two
types of human health that is associated with agriculture. Firstly, the people who are
working on agriculture, their health has been improved by the use of improved tech-
nology and by some efforts such as the establishment of NIOSH which collaborates
the professionals to provide knowledge to farmers. Secondly, the people who eat the
processed food of the crops have also their health dependent on agriculture as what
amount of pesticides and fertilizers are used, quality of crops etc. These all things
can be regulated by the behaviour of weather on crops which can be further regulated
by the analysis of data collected over years hence big data analytics is used [3].

3.1.2.6 Application of Machine Learning in Healthcare, Machine
Vision and Medical Imaging

Machine Learning is basically the study of algorithms and the mathematical models
of statistics that the systems use to perform the tasks. Machine learning is basically
the subset of Artificial Intelligence. In the last few years, it has been extensively
used as it needs relatively cheap systems and inexpensive memory. It is basically
depending on the user that which algorithm to apply to get the desired information
and accuracy, which also helps to take certain decisions. Many enhanced algorithms
have been developed to improve the accuracy. Learning algorithms are also very
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agnostic to the domain. The actually value of the application of the machine learning
depends on the way we use these algorithms to solve real world problems [7].

It is basically the technology and procedure used to provide the automatic inspec-
tion of the image in order to control the process or robot guidance etc. According to
AIA, it has full scope over all the applicationwhether industrial or not.All the applica-
tions mostly use same algorithms but the constraints are different. Systems basically
rely on the digital sensorswhich are cameras that are protected from inside in industry
so that the hardware and software of the computer can measure various characteris-
tics according to the constraints. They also perform the even-handed measurements
such as determining the sparking plug gap [18].

Artificial Intelligence means the intelligence that is shown by machines. It is
also called as machine intelligence. Basically, it refers to the ability of the system
to learn the behaviour of the environment that helps in increasing the accuracy of
prediction steadily over a period of time. The goals of artificial intelligence are to
include reasoning, representation of knowledge, perception etc. [19, 20].

It is basically a technique for creating the visual representation of the interior
parts of the body and then the clinical analysis and medical intervention of that
representation is done. It is also able to record the functioning of some organs and
tissue in the visual representation. It is basically a part of the biological imaging and
uses the imaging technologies of ultrasound, thermography, nuclear medicine func-
tional imaging etc. Various types of medical imaging include Radiography, magnetic
resonance imaging, nuclear medicine etc. [21].

3.2 Literature Survey and Related Previous Work

In this presented work, the author team have tried to measure precipitation by using
Tropical Rainfall Measuring Mission (TRMM) [22– 26] satellite constellation and
measures vegetation fluorescence using Moderate Resolution Spectro Radiometer
(MODIS) [27] satellite sensor in order to access data of remote sensing that is
publicly provided by NASA. Short analysis and learning the knowledge of working
of Geographic Information Systems (GIS) is done [21].

GIS is basically a machine-based tool to analyse, store, manipulate and visualise
the geographic info in map. Understanding key processes (re-projection, masking,
and many more) and researching different products of MODIS is done. It is an
important need to analyse themeasurements of remote sensing and assesswhether the
target has green vegetation or not, Normalized Difference Vegetation Index (NDVI)
which acts as simple graphical indicator. For the vegetation which has a strong
signature. The spectral wavelengths have been included by using the subset of the
MODIS data and then the per-pixel averages per month is calculated in order to
degrade volumes. In 2000—present, monthly per-pixel sums are calculated so as to
coincide with the MODIS data [24]. Using LULC data, all the non-agricultural areas
were cut out from all images obtained by MODIS so as to stop the signal dampening
of vegetation. Two methods are used to train the models which are as follows:
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Fig. 3.1 Example image of
vegetation fluorescence data
obtained by MODIS [21]

3.2.1 The Naïve Bayes

It is basically a classification technique. It assumes that all the features present in the
class are not dependent on any other. As all the features uniquely contribute to the
probability of a certain result that’s why this algorithm is called as ‘Naïve’.

Laplace Smoothing and multinomial event model are used to implement Naïve
Bayes implementation. TRMM precipitation and MODIS vegetation fluorescence
are used as input features. The Fluorescence values of MODIS data for each year
were binned in equal length (refer to Fig. 3.1). Binning of the data starts at 0 and
moving over by 0.025 per bin, with 0.975 to 1 as the last fluorescence bin value
of MODIS data. In each of the bin, the value is calculated as number of times a
certain pixel along with the value of respective year’s image obtained from MODIS
(Huffman, G. J. Et al. 1997). Data of ten bins is equal to the TRMMdata and then the
data is scaled with the average of the data of all the bins and MODIS data of all the
years. Discretization of yield data is done to map data from labs that are continuous
to classes that are discrete (refer to Fig. 3.2).Every year’s data of yield is paired with
that year’s data of MODIS and then used as an example of test and training set.
Data of years from 2000 to 2019 is included for India from Ministry of Agriculture
and Farmers Welfare, Govt. of India, New Delhi (https://aps.dac.gov.in/APY/Index.
htm). Calculation of error was done by comparison of the mid value of predicted bin
yield for the year which is left out with its true value.

3.2.2 The Neural Network

• It is basically a series of algorithms to recognize the underlying relationships in
the data.

https://aps.dac.gov.in/APY/Index.htm
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Fig. 3.2 Mosaic king the
satellite image [21]

• These networks can adapt to changing input so that it is able to produce the best
possible result.

• Varieties of feed forward neural nets are constructed and trained with the help of
keras library for the purpose of non-linear regression. Testing and evaluation of
different architectures and training functions are carried out by the cross validation
of the data collected over years from India (refer to Fig. 3.3).

Fig. 3.3 Simple feed forward neural network [28]
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• Levenberg–Marquardt (LM) optimization, Bayesian Regularization (BR) opti-
mization and Gradient descent with momentum and adaptive learning rate back
propagation (GDX) is used for the training of nets. BR is two orders slower than
LM and GDX. But as the accuracies of LM and GDX are worse, so the best
method chosen is BR.

3.2.3 Gist of Literature Survey

• In order to use less time and to measure efficiency, above described methods were
fully provided with training and testing is also done on a sample of data for India.
Training accuracies of 85 and 96% for feed forward neural network and 70 and
73% for Naïve Bayes are obtained with overall tests via the promising preliminary
results of the cross validation.

• Neural network result of the training and test accuracies for final feed forward net
is shown which is trained via BR optimization, [25] for the cross verification of
the data for all the years for India as well as all the predicted production versus
true production.

• To summarize, despite favourable initial performance by the models that are
simple, improved performance would be attained by following some steps such
as:

– Optimization of model parameter needs to be done.
– Pre-processing of input features need to be adjusted.
– More input features such as additional satellites and satellite derived satellites

should be added.

3.3 System Design and Methodology

3.3.1 System Design

System design refers to the process of the designing of the elements so that compo-
nents, modules, interfaces and architecture of those components and its respective
data goes through the system. The purpose of the process of System design is to
enable the system elements in such a manner so that there is consistency between
the entity of architecture and implementation.
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3.3.2 System Architecture/Diagrammatical View

It is conceptual model also known as the systems model that defines the behaviour,
more expanded views and structure of a system. Convolution neural network is used
to extract the features of the images fetched from satellite [26]. As in the process of
network adjusting with the weights respectively, they got tested with the data of test
which is generally present in 80:20 ratio. Then a comparison is carried out between
the Predicted yield and actual one in order to minimize mean squared error (refer to
Fig. 3.4).

The detailed implementation and approach of this work can be understood by
Use case Diagram, Data Flow Diagram and Activity Diagram followed in the
experimentation and research execution which has been presented in below section.

3.3.2.1 Data Flow Diagram

Whenever one has to represent data, one has to follow some chronology. In order to
follow chronology, Data Flow Diagram helps us. It is actually a way to represent the
data in a certain flow. As shown in Fig. 3.2, a user may be able to predict the yield of
agriculture either by doing selection of state or by selecting their own district [21].

These chosen district or state is given to the trained model resulting the prediction
of yield in graphical form (refer to Fig. 3.5).

3.3.2.2 Use Case Diagram

In order to make our representation as simple as possible, one needs a tool. For this
purpose, one can use the Use Case Diagrams. It can identify the different varieties
of users and some use cases too. Shapes such as circles are used in making of this

Fig. 3.4 Methodology of implementation of work
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Fig. 3.5 Data flow diagram of research work

Fig. 3.6 Use case diagram

diagram. A user is also able to interact with the system in order to requesting for
prediction of the agricultural productivity for any state or either for district (refer to
Fig. 3.6).

3.3.2.3 Activity Diagram

Activity diagram basically depicts the behaviour of a certain activity [29]. The user
selects whether he/she wants to know the data for state or district and then the
system performs the check for its prediction and then it proceeds to predict the yield
otherwise an error message is displayed.(refer to Fig. 3.7).



52 R. Rastogi et al.

Fig. 3.7 Activity diagram

3.4 Implementation and Results

3.4.1 Software and Hardware Requirements

3.4.1.1 Software Requirements

Packages that contain algorithms of deep learning like CNN to execute consistently
and for the purpose of image processing some more packages are required so as to
fulfil software requirements. To develop the complete project and to run it on a user
friendly android app, following software and platforms were used.

• TensorFlow: It is a software library which is free and is also open source. It is
symbolic math library and also used in case of neural networks.

• Keras: It is also an open-source library. It is used to enable fast experimentation
and it is quite extensible and user-friendly. It is written in Python.

• OpenCV: It is a cross platform library which consists of programming functions
and their main objective is computer vision in real time.

• XCode: It is basically an IDE for macOS and it contains some software tools. It
is written in C and C++.

• Google Earth Engine: It actually used to combine multi-petabyte catalogue of the
images fetched from the satellites.

Other requirements for development are

• Anaconda: It is an IDE to code in Python & R. It is managed by conda and it is
free and an open source distribution.

• Python: It is a language of programming developed by Guido Van Rossum and is
high level and interpreted programming language.

• Swift: It is a Programming language developed by Apple and is designed to work
with frameworks of Cocoa.
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3.4.1.2 Hardware Requirements

• 20 GB RAM or above
• Tesla K80 GPU

The only edge case where 20 GB might do better is if you have a workload that
needs over 16 GB but less than 20 GB of ram and Tesla K80 Accelerator features and
benefits 4992 NVIDIA CUDA cores with a dual-GPU design. Up to 2.91 teraflops
double-precision performance with NVIDIA GPU Boost is also available in market.
Up to 8.73 teraflops single-precision performance with NVIDIA GPU Boost may
give more efficient results. 24 GB of GDDR5 memory. 480 GB/s aggregate memory
bandwidth will also work.

3.4.2 Assumptions and Dependencies

Here are certain assumptions that the authors’ team has to make. The first is to
suppose that the model is only able to work in case of land in Indian territories.
The recent development that is going on in the states or districts is not considered
in model training. The model of app is basically designed so as to work at district
level. And it is also needed that the user who is going to use this app has the full
knowledge of using app.

3.4.3 Implementation Details

3.4.3.1 Snapshots of Interfaces

The author team is also developing a mobile app with user friendly GUI where users
can use search bar to search for his/her state and after successful selection of the
state, the user may predict the productivity of agriculture (right) or may select the
district. This app contains an easy and maintainable interface which makes it more
user friendly. The scope of the app is state and district level (refer to Fig. 3.8).

3.4.3.2 Test Cases

Here are some of the samples that researchers have used in our project. Following
are some other examples.

Some of them include:

• For preventionof vegetationdampening, all the non-agricultural areas are removed
from the images obtained by MODIS.
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Fig. 3.8 App home screen (left) and graphical representation (right)

• Data that is provided in LP DAAC is like granules i.e., in grid format (refer to
Fig. 3.9).

• To form map, data is organized according to the values of grid, also known as
Mosaic king.

• Sinusoidal projection of mosaic is converted into UTM (Mercator), also known
as Re-Projection.

• Masking is performed by using respective shape files to crop the area that is
re-projected (districts) (refer to Fig. 3.10).

Data is collected year wise for every district with its respective season and then
this same data is used to train the convolution network and as a result of all this, the
total feature yield (tons/ha) is target variable (refer to Table 3.1).
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Fig. 3.9 LP DAAC satellite
granules

Fig. 3.10 Required
processed image after
masking

3.5 Conclusion

3.5.1 Performance Evaluation

The authors’ team has used either Stochastic search or grid search to examine the
aggregation scheme and for the sensitive analysis of each and every variable. One
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may choose other variants of it. Till now, when the team run this project on sample
data, only accuracy of 62% was achievable. This 62% performance is purely based
on the preliminary analysis of the data and Feed Forward Neural networks algorithm
is used in it. The accuracy calculated for this training model is not much as expected
but the author team is continuously working to gather more data and upgrade the
dataset and consequently accuracy.

3.5.2 Future Directions and Limitations

• There are many aspects of this project which are remain untouched till now
hence the study will be continued on various aspects. During the training, some
additional variables, satellites and talukas will be considered.

• Testing of convolution neural networks will be done and feed forward neural will
be compared with the further data.

• The requirements of the agricultural land may be minimum can be predicted by
the more advanced training of the model.

• This model can be trained also to predict the requirements for the sustainable
survival of agriculture in states and districts.

• In order to achieve the enhanced production of the model, some steps that need
to be taken are as follows:

1. Optimization of model parameters is required.
2. Pre-processing of the input features need to be adjusted.
3. Some input features need to be added such as the additional satellites and some

satellite derived variables.
4. More number of need to be added in order to improve the accuracy.
5. Also, since its beginning of the work, so application has been developed in

standalone system. In future, with powerful GPUs, it can be well implemented
in distributed system and with advanced networks.

6. High End GPU for handling big data and implementation on cloud with
distributed platform may be thought of.

Due to limited computing power, expanded results can’t be presented now. Process
is completed and scripts were got checked but only on limited data. After whole data
processing, expanded meaningful results are obtained.

Appendix

Data Format
Following is data used for testing and training has particular features listed below:

• Id
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• State: It basically is used in order to find out the place of which the user wants to
predict the agricultural yield.

• Crop: It is basically used to determine whether it is wheat or rice or maize etc.
• District: It basically is used in order to find out the place of which the user wants

to predict the agricultural yield.
• Year: It is used to know that which year’s data need to be accessed.
• Season: It is asked to user to know that which season’s data need to be accessed.
• Area in hectare
• Production in tonnes
• Yield in tonnes/hectare
• MODIS Image Array.

TRMM Image Array.
Input Features: Satellite Data
a-MODIS: The Moderate Resolution Imaging Spectro radiometer is a payload

imaging sensor built by Santa Barbara Remote Sensing that was launched into Earth
orbit by NASA in 1999 on board the Terra Satellite, and in 2002 on board the Aqua
satellite.

b-TRMM: The Tropical Rainfall Measuring Mission was a joint space mission
between NASA and the Japan Aerospace Exploration Agency designed to monitor
and study tropical rainfall. The term refers to both the mission itself and the satellite
that the mission used to collect data.

A. MODIS satellite data are available twice daily at 500 m resolution for any area
in the world from 2000—present.

B. TRMM satellite data are available every 3 h at 25 km resolution for any area
in the world from 1997—present (Figs. 3.11, 3.12, 3.13, 3.14, 3.15, 3.16, 3.17,
3.18 and 3.19).

Global Vegetation Greenness: Vegetation greens can be determined by using
remote sensing. Red and grey are regions with low NDVI below 0.1 and represent
barren sand, rock or snow. Yellow and light green are regions with moderate NDVI
between 0.2 and 0.3 and represent shrub and grassland. Dark green are regions with
high NDVI and represent tropical rainforests.

Determine the amount of reflectivity.

1. The sun’s energy is absorbed, reflected or re-emitted by vegetation depending
on the amount of chlorophyll in the plant.

2. Satellites collect the reflected or emitted energy from the vegetation.

In green vegetation:

• Chlorophyll absorbs most of the visible ed and blue to make food
• Much of the near infrared is reflected.

Introducing a Normalized term:

• Normalized Difference Vegetative Index is a remote sensing method that allows
one to display greens of vegetation.
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Fig. 3.11 Sample APY data

Fig. 3.12 Sample NDVI and
TRMM images (Anantpur)

• NDVI compares reflectivity of NIR and Red wavelength bands.
• Image analysis using remote sensing allows one to determine NDVI using this

formula (Fig. 3.20):

NDVI = (NIR− Red)/(NIR+ Red)
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Fig. 3.13 India LULC data

Fig. 3.14 Design and methodology at a glance
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Fig. 3.15 Domains in agriculture. Source National Remote Sensing Centre

Fig. 3.16 Global vegetation greenness
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Fig. 3.17 Sun reflectance model

Fig. 3.18 Vegetation reflectance model
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Fig. 3.19 Normalized
difference vegetation index
(NDVI)

Fig. 3.20 Crop yield prediction working
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Chapter 4
Block Chain Application in Automobile
Registration: A Novel Approach
for Sustainable Smart Cities
with Industry 4.0

Rohit Rastogi, Bhuvneshwar Sharma, Pardeep Kumar, and Muskan Gupta

Abstract Block chain Technology replaces centralized applications to distributed
computing. Modern economy is estimated by the place of motor transport in the
infrastructure of the national economy. An automobile registration system is a unified
information system. This information system takes care of every information of an
automobile registration. It is administered by a national registry entity and has access
by other government and non-government of services that handles automobile infor-
mation. Cyber Physical System (CPS) is defined as the combination of computation
and physical process. It is mainly used in ICT section. It is also focused on resolving
the problems related to authors of the data regarding transparency, media and storage
problems by technical handling. The presented manuscript uses all above concepts
at one place and integrate them to build a useful application. The presented frame
allows car manufacturers, owner, repairing companies and insurance agencies to
register and add new entries for cars in a simplemethod. Four different smart contract
control blocks are updated in DriveLoop. In addition, database technology has been
leveraged to cache intermediate data. It efficiently uses the Industrial IoT and 5G
technologies. Many researchers have been called for rules and applications to draw
old maps into the blockchain based on distributed applications. New protocols are
available in this work for the International Automated Vehicle Management System,
called DriveLoop, was proposed and developed.
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4.1 Introduction

An individual, whenever bought one’s own vehicle or have sold it, or have been a
part of an automobile manufacturing or dealing at any stage of the cycle, one would
be familiar with the complication that is process of Vehicle Registration. Given the
fact that all these vehicles in the market have been sold and resold as they are passed
through multiple hands, it becomes a cumbersome task to maintain a legitimate
record of the history of each vehicle and make it available when needed.

But before one goes on to talk about the problems of the process of Vehicle Regis-
tration, one first needs to understand why Vehicle Registration is such an important
aspect of automobile dealing. Car ownership may get changed as many times as you
can imagine.

Whether you look at it in the terms of dealing in spare parts or in assembled
vehicles, dealings by the middlemen or by the retailer who makes the final sale to
a consumer, or in terms of the resale of a second-hand vehicle, there are a number
of stakeholders who would very much want to know about all the history of the
vehicle they are buying. Not to mention the insurance agencies, the police and other
authorities and well, the government too need to keep tabs on the automobiles for
various reasons.

The fact of the matter is that, all these stakeholders need information about the
vehicles, starting from its manufacturing story, covering its first sale, the accidents,
if any, that it has been in, and any all repairs and maintenances. This is crucial not
for just to maintain a track record of the vehicle in question to determine its market
value, but also for legal and insurance purposes.

Vehicle Registration is a way to facilitate this record keeping by maintaining a
link between the vehicle and its owner. It might be or not be compulsory, depending
on the law of the land. This helps the authorities with regards to taxation, insurance,
or crime detection purposes. Also, it is a way for the automobile dealer to keep a
track of their vehicles [1, 6, 15].

4.1.1 Concept of Smart Cities

The urban development has resulted in a change of archetype in twenty-first century.
Research activities for smarter cities have become priority task. The life had been
improved in the last century in terms of technologies and services. Smart City is
the demanding solution of sustainability and urbanization. Smart Cities may lead
to a dystopian world that is regulated by technocratic governments which propel
citizens to subaltern roles. However, the massive industrialization and the increasing
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population in the big cities has been a big challenging for urban planner, architects,
and administrators.

The service platforms of smart cities are Internet of Things (IoT), big data
systems, and mobility. Connected automobile with its advanced technology reduces
the chances of accident and help drivers to save time and gasoline in their limits.
Increase in population in urban areas, often leads to the problem of parking spaces.
Smart parking is one the most important parts of smart city. Sensors are placed in
smart cities with good internet connectivity. More urban our planet becomes, smarter
the cities have to be. The cities of tomorrow will be more prone to transformation
embellishment than the cities of yesterday [12].

4.1.2 Problem of Car Registration and Motivation

The process of registering a car has always been difficult. This is a lengthy process
involving several parties, and there is also the risk of manipulating information,
replicating data and various errors. In this case, critical information can be very
vulnerable to fraud or data falsification, or even available for tracking.

By bringing the power of Distributed Ledger Technology called Blockchain into
the picture and moving the entire process of registering a car on to Blockchain, a lot
of these vulnerabilities can easily be resolved [16].

4.1.2.1 Research Objectives

Blockchain comes to the rescue by reducing the average response time. The
Blockchain will allow parties to send data in the form of an intellectual contract
or chain code, which will eventually become the single source of unchanged data for
all parties. In addition, the Blockchain in the vehicle registration ecosystem will help
reduce the risk of fraud and aggression, since only authorized personnel can use the
data when updating the private key in province.

In fact, any attempt to track fake data can be easily done on the Blockchain. The
best part is that Blockchain provides one single idea of the lifecycle of the car in one
book, which is not currently available [2].

4.1.2.2 Scope of the Research Work

This research experiment is a generalized project implemented using open source
technologies developed by Linux Foundation called hyper ledger Fabric in a permis-
sion model. Anyone can use this project by taking the authorization and adding their
stakeholders into the system.
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4.1.3 5-G Technology and Its Implications

With an advanced access technology and with an increase in the demand of the
users, 4G will now be easily replaced with 5G. There are several reasons to switch to
5G: have higher capacity, increase data rate, lower end-to-end interruption, massive
device connectivity, reduced cost and consistent quality of experience [18].

5G consists microcells, small cells, and relays and hence heterogeneous. Device
to Device communicative (D2D) and Internet of Things (IoT) aremajor concerns. 5G
provide a good policy for future 5G standardization networkMBBmobile broadband.
5G will allow wireless networks to matter data rates and use case that are currently
handled by fiber access. One of the widely used technology in today’s era is IoT. IoT
further consists two technologies. These technologies used to describe a key focus
area for the ICT sector [4, 5].

a. Cyber Physical System (CPS)—This system is used to describe a key focus area
for the ICT section. It is basically defined as the unification of computation and
physical processes.

b. Machine to Machine (M2M)—It represents the way in which machine can
communicate between themselves.

5G validate IoT for new use cases and economic sectors. Objective of 5G is to
meet projected mobile traffic demand and to heuristically address the communica-
tions needs most sectors of the economy. Also, the aim of group is to promote the
development of 5G technologies in China. South Korea’s 5G forum is also a public
private partnership program that is formed in May, 2013.

4.1.4 IoT and Its Applications in Transportation

Application in Automobile.
If you have ever bought your own vehicle or have sold one, or have been a part

of an automobile manufacturing or dealing at any stage of the cycle, you would be
familiar with the complication that is Vehicle Registration.

Given the fact that all vehicles in the market have been sold and resold as they
are passed through multiple hands, it becomes a cumbersome task to maintain a
legitimate record of the history of each vehicle and make it available when needed.
By applying Blockchain and IoT technologies and the whole process of registering
of vehicles in Blockchain, many of these problems can be easily solved.

4.1.5 Usage of AI, ML in IoT and Blockchain

A good working model could be IoT generating data from a multitude of sensors and
analytics, Blockchain storing data and, AI/ML drawing intelligence from the same
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data. An example of the above is in a supply chain, where IoT can measure a lot of
different metrics from environment to trip record to motion sensing, use Blockchain
to store that data and then use AI on that data to make human-like decisions. The
purpose of Blockchain in this solution is to provide transparency across organization
and immutability of data as well as executing smart contracts.

This is not just true for supply chain but is possible in many sectors such as health-
care manufacturing, identity, and security applications and even finance industries.
For example, a bank offering line of credit to SMEsmaydepend on these technologies
to make faster, accurate and error-free assessment by using IoT to measure goods,
rawmaterials, finished products, assets, etc. of an SME, store these in Blockchain for
audit and other decision-making purposes and employ AI to make recommendations
[4, 6, 7].

Each technology in itself is capable of transformation.Theydon’t needone another
to be useful. But together, they are even more powerful catalysts to solve problems
that are difficult to handle otherwise. Take an example of healthcare. Healthcare
issues such as surgical infections, hygiene, negligence etc. can have a bad impact on
the patient as well as the hospital in itself. The combination of IoT, Blockchain and
AI can be used effectively to bring accountability, efficiency and better and faster
patient recovery [19].

4.2 Related Work

Blockchain is not a new technology. It is a set of existing methods, which are orga-
nized in a new specific order to solve problems related to different strengths, security
and sharing. Many applications are suggested to move from a normal or normal
operation to a Blockchain. In addition, many surveys were written to obtain infor-
mation about applications. The following are some of the previous works related to
Driveloop. Two important Blockchain systems for this application are CarChain and
Fabcar IBM Blockchain [20].

4.2.1 Carchain

The Carchain is a distributed and decentralized system that connects the car owner
and tenant, securely leases and secures financial exchange based on the time spent.
The system operates in the open network Blockchain—Ethereum and can be moved
to a private Blockchain—Hyper ledger.

It consists of an intellectual agreement that integrates systems and applications
into the system (for web application owners, for the user’s mobile phone), to manage
the system, to send information to the Blockchain and tomake changes to the system.
It uses an electronic signature method that allows you to unlock the car on arrival.
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4.2.2 Fabcar IBM Blockchain

This code demonstrates network configuration on the standard IBM blockchain plat-
form and the implementation of the Fabcar smart contract on the network. We then
configure our application to interact with the network, including identity, to send
transactions in a smart contract. The application is configured with Node.js using
the Fabric Node SDK to handle network requests and the Angular client to open the
web interface [21].

Nowadays, career opportunities are rising rapidly. To achieve success, every field
needs lots of dedication and hard work. Automobile Engineering career is one of the
best careers that is very creative and fast paced. It mainly deals with construction,
manufacturing and design of automobile. Due to rapid growth of auto component
in automobile sector because of an advanced technology, the jobs in automobile
engineering is increasing everyday and the reason behind it are automobile engineers.

4.2.3 Blockchain and Future of Automobiles

The Authors Pham and team explained the future Scope and limitations as below-
As future perspective, it can be said that nowadays, career opportunities are rising

rapidly. Any field requires lots of dedication and hard work to learn any profession
and achieve the success.

Basically, in this research, authors have presented a write-up for an automobile
registration or automobile parking using Blockchain. Here, scientists are using an
automobile which is designed for passenger and is run by an internal combustion
engine with the help of volatile fuel. In today’s world, people prefer vehicle to go
anywhere whether it is miles away or it is near to the location. It is the daily need of
the person as they have to go for their work or to fulfil their needs. The smoothing
lubrication of an automobile helps to move vehicles fast and easy which make our
life so simple.

As it’s known that nowadays peoplemove to the big cities for better jobs, excellent
education and of their bright future. This migration often leads to the increase in
populationwhich further leads to the problemof parking spaces.Mostly,many people
cannot find safe parking spaces in a crowded area. So, this is insecure solution of
centralised based car parking system. An automobile registration system is a unified
information system. These information system controls of every information related
to an automobile registration. Blockchain is being used nowadays as one of the most
emerging domains [14, 17].

The authors’ team have applied the methodology for the help of assigned unique
ids and without disclosing their personal information, vehicles can communicate
with deployed parking lots. Then register vehicle book parking by requesting the
controller. Then the controller check for parking space around their establishment
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when receive a request from the ordinary. Then the complete information is sent to
the ordinary node and then the ordinary node reserves the parking and pays for it.

In limitations, one can see that the study was a good learning process and was a
very satisfying experience. Yet there are several factors that limited this researches
plan to study as every researcher desired limitations are as follows.

(a) Access to Documentation and information
• Required data was not readily available. The process of documentation during

design and development is not a regular practise. Due to confidentiality of the
companies, an R&D and Design activity, the information shared was limited
about the processes that are followed for a particular product category.

(b) Automobile Industry
• The R&D andDesign executives in the automotive industry are tied up because

of many rules and policies.
• Data sharing is very limited. It is not the general practise in the corporation

culture to openly and willingly share the information.

In concluding remarks, they explained that they implemented the blockchain tech-
nology tomaintain trust, security, and clarity in the system.Weusemany technologies
and one of the technologies is IoT, Ethereum.

They tested proposed idea on the basis of latency of blockchain, the throughput of
blockchain, the accuracy of transactions, latency upon TAIVs and throughput upon
TAIVs [13].

4.2.4 Significance of 5-G Technology

One of the widely used technologies in today’s era is IoT. IoT further consists two
technologies. These technologies used to describe a key focus area for the ICT sector.
(b) Machine to Machine (M2M)—It defines the way of communication of machine
between them.

The purpose of 5G is as follows,

(a) To meet projected mobile traffic demand [24, 25].
(b) To address the communications that is mostly needed by the economy sectors.

4.3 Presented Methodology

With Blockchain, Stakeholders, such as automotive vehicle manufacturers, agents,
customers and agencies, can easily participate in accessing and updating vehicle data
based on their access to security. The solution also ensures that the most secure and
complete information is stored and shared securely and economically [8].
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To further explain it, let’s first look at the roles of the various stakeholders involved
in the vehicle registration process. We also looked at some basic workflows and
understood how they were simplified with Blockchain.

(a0 Manufacturer: Push the vehicle towards blockchain by adding details
including make, model, version, chassis number, engine number, etc. and the
selling date of vehicles.

(b) Dealer: Car sales are applied to end customers.
(c) Insurance Agency: Checks customer and car information and provides

insurance.
(d) Registration Authority: The RTOwill be responsible for approving registries

and providing registration numbers, sending vehicle transfers and resetting
vehicles.

(e) Police: It issues vehicle licenses and transfer certificates, as well as traffic
invoices.

(f) Service Center: Parts of the service are included as work cards and replace-
ment parts.

(g) Customer/ Car owners: Allow the exchange of confidential information as
PII [27].

4.4 Software Requirement Specification

The Following Software Requirements have to be fulfilled.

4.4.1 Product Perspective

This idea is not totally implemented anywhere in this world. There exists an app
named “Carchain”which provides away to connect the car owner and tenant securely
leases and secures financial exchange based on the time spent.

4.4.1.1 Similarities Between Carchain and Our Application

(a) Both Carchain and this application are service based applications.
(b) In both the applications there are customers who want to avail the services and

the professionals who want to provide those services.
(c) One can join as a service provider in both applications.
(d) Feedback can be provided for both the applications.
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4.4.1.2 Differences Between Carchain and Our Application

(a) Our application provides an automated way of purchasing a car right from the
first step to the last step. Carchain doesn’t involve selling cars.

(b) Carchain uses the Ethereum network to implement the blockchain but our
application uses hyper ledger Fabric—a private network.

4.4.2 System Interfaces

(a) HTML5, JavaScript, CSS3 and Bootstrap are used for the front end portion of
the application.

(b) Node JS is used to write the chain codes for the backend.
(c) Docker is used as a service product that uses OS-level virtualization to deliver

software in packages called containers. The containers are isolated and group
their own software, libraries and configuration files, they can communicate
through clearly defined channels.

(d) Hyper ledger Fabric is used as a platform to operate the application.
(e) Two databases are used—LevelDB for storing the transaction data and

CouchDB for storing the asset data.
(f) Visual studio code is used as a source code editor.
(g) Postman is used to create, share, test and document APIs.

4.4.3 Interfaces (Hardware and Software
and Communication)

We use many interfaces like.

(a) Login/Signup—This interface lets a customer enter the application and avail
services and if someone is not a customer to this application, it also helps them
to become a registered customer.

(b) Main Page—This interface consists of all the services available also it is a
connecting medium to all interfaces.

(c) Contact us—This interface lets any customer with any issue to contact us.
(d) Manufacturer—This interface lets the manufacturer push the vehicle towards

blockchain by adding details including make, model, version, chassis number,
engine number, etc. and whenever one sells vehicles.

(e) Dealer—Car sales are applied to end customers.
(f) Registration Authority—The RTO will be responsible for approving

registries and providing registration numbers, sending vehicle transfers and
resetting vehicles.

(g) Police—It issues the vehicle license and transfer certificate.
(h) Customer—Allows the exchange of confidential information as PII.
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4.4.3.1 Hardware Interfaces

(a) Processor: Intel i5-6200U / Intel Core or better.
(b) GPU:2.30Ghz
(c) Ram: 8 GB or more.
(d) Hard Disk: 20 GB or more.
(e) Operating System: Linux/Mac.
(f) Input Device: Standard Keyboard, Mouse and USB.
(g) A browser which supports HTML and Java script.
(h) Internet Connection.

4.4.3.2 Software Interfaces

(a) Ubuntu 20.04—Team has chosen Linux operating system for its best support
and user friendliness for this project.

(b) Hyper ledger Fabric v0.20—It is used as a modular blockchain structure,
which serves as the basis for the development of blockchain-based products,
solutions and applications using plug-and-play components intended for use
in private companies.

(c) Node Js v12.16.0-×64—It is been used to write down the backend logic i.e.
Chain code for the automation of the transactions.

(d) Docker 19.03.8—It is used as a service product that uses OS-level virtualiza-
tion to deliver software in packages called containers.

(e) Postman 7.24.0—It is used to create, share, test and document APIs. This
is achieved because users can create and save simple and complex HTTP/s
requests and their responses. This results in more effective and less tiring
work.

4.4.3.3 Communications Interfaces

This project supports all types of web browsers. The team is using simple forms for
the registration forms, feedback, availing the services etc.

Memory Constraints
Primary Memory: 8 GB or above.

Secondary Memory: 20 GB or above.

4.4.4 Operations (Product Functions, User Characteristics)

Following operations will be performed by our software.
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4.4.4.1 Product-Functions

(a) It allows people to register onto the application who want to use its services.
(b) The Manufacturer can add a new car into the blockchain for the sale purpose.
(c) The Dealer can sell a car and can change the ownership of the car after some

validations.
(d) The Registration authority can validate a car for changing its ownership from

one person to another.
(e) The Customer can check all the steps involved in a registration process directly

from a single dashboard.
(f) Any change done anywhere is reflected everywhere in the network.

4.4.4.2 User Characteristics

(a) Only 18 + adults can register or can provide service to other needed people.
(b) Basic technical knowledge of using the computer system is required.
(c) 2-week hands-on training is enough for using the software.

4.4.5 Use Case, Sequence Diagram

4.4.5.1 Use Case

The following are the various Use case diagrams of the various Actors involved in
the project.

Manufacturer—The Fig. 4.1 depicts the relationship of manufacturer and the
various use cases.

Dealer—The Fig. 4.2 depicts the relationship of Dealer and the various use cases.
RegistrationAuthority—The Fig. 4.3 depicts the relationship of the Registration

Authority and the various use cases.

Fig. 4.1 Use case of manufacturer
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Fig. 4.2 Use case of dealer

Fig. 4.3 Use Case of Registration Authority

Police—The Fig. 4.4 depicts the relationship of Police and the various use cases.
Customer—The Fig. 4.5 depicts the relationship of Customer and the various

use cases.

4.4.5.2 Sequence Diagrams

Asequencediagramshown inFig. 4.6 basically depicts collaborationbetween articles
in a sequential order. This diagram shows how the client enters into the network and
a new block of transactions is created and finally added into the block chain network.



4 Block Chain Application in Automobile Registration: A Novel … 79

Fig. 4.4 Use case of police

Fig. 4.5 Use case of customer

4.4.6 System Design

System design is the way towards defining the engineering, modules, interfaces, and
information for a system to fulfill indicated prerequisites.

Architecture Diagrams, Data Flow Diagrams, Activity Diagram, ER Diagram,
Database schema Diagrams (as per Figs. 4.7, 4.8, 4.9, 4.10, 4.11, 4.12 and Fig. 4.13).

Architecture Diagrams
The following is the system architecture design for the project.

Data Flow Diagram
Level 0—The following is the level-0 data flow diagram of the project.
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Fig. 4.6 Sequence diagram

Fig. 4.7 High level view of architecture

Level 1—The following is the level-1 data flow diagram of the project.
Level 2—The following is the level-2 data flow diagram of the project.

Activity Diagram
The following is the Activity diagram showing the Login of the customer into the
system.

ER Diagram
The following is the Entity-Relationship Diagram for the system.

Database Schema Diagrams
Hyper ledger Fabric supports two types of peer databases: LevelDB is the default state
database embedded in the peer node and stores chain code data as simple key-value
pairs; and CouchDB is an alternate state database that supports advanced queries
when modeling chain code data values as JSON (as per Figs. 4.14, 4.15, 4.16, 4.17,
4.18 and 4.19).
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Fig. 4.8 Detailed view of architecture

1. Assets
The following is the schema for the asset data stored in the system.

2. Manufacturer
The following is the schema for the manufacturer data stored in the system.

3. RTO
The following is the schema for the RTO data stored in the system.

4. Dealer
The following is the schema for the dealer data stored in the system.

5. Police
The following is the schema for the police data stored in the system.

6. Customer
The following is the schema for the customer data stored in the system.
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Fig. 4.9 Level 0 DFD

Fig. 4.10 Level 1 DFD
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Fig. 4.11 Level 2 DFD

4.5 Software and Hardware Requirements

4.5.1 Software Requirements

(a) Ubuntu 20.04: Researchers’ Team has chosen Linux operating system for its
best support and user friendliness for this project.

(b) Hyper ledger Fabric v0.20: It is used as amodular blockchain structure, which
serves as the basis for the development of blockchain-based products, solutions
and applications using plug-and-play components intended for use in private
companies.

(c) Node JS v12.16.0-× 64: It is been used to write down the backend logic i.e.
Chain code for the automation of the transactions.

(d) Docker 19.03.8: It is used as a service product that uses OS-level virtualization
to deliver software in packages called containers.

(e) Postman 7.24.0: It is used to create, share, test and document APIs. This
is achieved because users can create and save simple and complex HTTP/s
requests and their responses. This results in more effective and less tiring
work.
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Fig. 4.12 Activity diagram

4.5.2 Hardware Requirements

(a) Processor: Intel i5-6200U/Intel Core or better.
(b) GPU: 2.30Ghz
(c) Ram: 8 GB or more.
(d) Hard Disk: 20 GB or more.
(e) Input Device: Standard Keyboard, Mouse and USB.

4.6 Implementation Details

Snapshots of Interfaces (As per Figs. 4.20, 4.21, 4.22, 4.23, 4.24, 4.25, 4.26 and
4.27).

There are few snapshots from are project.
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Fig. 4.13 Entity relationship diagram

The above Fig. 4.20 demonstrates the front pagewhere the user can easily go to the
platform and using the drive loop and different blockchain techniques, it felicitates
the user for automobile registration using authentic and transparent manner.

Figure 4.21 depicts the main page on which user can upload the documents of
automobile and can see the all parties which were involved earlier in whole trans-
action before the registration of this particular vehicle. It will be able to show the
whole history of automobile.

Asset can be created by above Fig. 4.22 where the blocks will contain the records
for automobile and whole details of all possible transactions will be stored for future
purposes. This Asset will be base information and will be authenticated by all parties
for transparency.

Above form in Fig. 4.23 is to show the model for manufacturer and displays the
process of entering the unique and basic details of automobile by the manufacturer



86 R. Rastogi et al.

Fig.14. Schema for Assets

{

“$class”: “org.driveloop.vehicle.Vehicle”,

“vin”:”4242”,

“vehicleDetails”: {

“$class”: “org.driveloop.vehicle.VehicleDetails”,

“make”: “fvefvsd”,

“modeType”: “svsds”,

“variant”: “csdcsdc”,

“chasisNumber”: “sdsdcsd”,

“engineNumber”: “csdcsd”

“colour”: “sdcsdc”,

“manufacturingYear”: “csdcsdc”,

“bodyWeight”: “cdcsd”

},

“vehicleStatus”: “UNDER_MANUFACTURER”

}

Fig. 4.14 Schema for assets

which will help to maintain the transparency and ease in smart contract and future
transactions.

The Fig. 4.24 code in hyper ledger shows the transaction history along with all
necessary details for a automobile.

Figure 4.25 runs the possible test cases and checks the right functioning of the
software.

Test Cases
To run the tests locally, we use a Docker file that builds our environment. The Docker
file would be something like this:
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{

“$class” : “org.driveloop.participant.Manufacturer”,

“make”: {

“$class”: “org.driveloop.partcipant.Make”,

“name”: “BMW”,

“registrationId”: “asj5w67dw87wgx87x8vw”

},

“partcioantId”: “9192”

}

Fig. 4.15 Schema for manufacturer

{

“$class”: “org.driveloop.partcipant.RegistrationAuthority”,

“officerName”: “Mr. Joe”,

“signatureToken”: “43546756545”,

“participantId”: “8753”

}

Fig. 4.16 Schema for RTO

We’ll get a response like this if everything occurred nicely in Fig. 4.27 after
running all the test cases. The sample snippets are presented for the understanding
of the readers.

4.7 Results and Discussions

Driveloop enables all information to be accumulated into one place so that it can be
easily accessed and managed. Vehicle Registration, Citations, Insurance Details and
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Fig. 4.17 Schema for dealer {

“$class”: “org.driveloop.partcipant.Dealer”,

“dealerName”: “Man Sales”,

“contact” :{

“$class”: “org.driveloop.partcipant.Contact”,

“email”: “mansales@gmail.com”, 

“address”: “south district”

},

“participantId”: “3888”

}

Fig. 4.18 Schema for police
{

“$class”: “org.driveloop.partcipant.Police”,

“officerName”: “Mr. Joe”,

“signatureToken”: “43546756545”,

“participantId”: “8753”

}

everything else accruing to the vehicle in question is integrated on this platform. So,
when you log in to find out something about one particular vehicle, what youwill find
is everything there is to know about it. A comprehensive, all-encompassing history
is obtained. Anybody who is even remotely aware of the Blockchain technology will
tell you how authentic it is.

It is structured in such a way that only authorized personnel can make entries or
change records. Hence, there is no need to worry about any kind of tempering with
the data or falsification of information.
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{

“$class”: “org.driveloop.partcipant.Customer”,

“fName”: “Anuranjan”,

“lname” : “Singh”,

“contact”: {

“$class”: “org.driveloop.partcipant.Contact”,

“email”: “anuranjansingh@gmail.com”,

“address”: “ballia”

},

“participantId”: “9317”

}

Fig. 4.19 Schema for customer

Fig. 4.20 Front page
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Fig. 4.21 Main page

Fig. 4.22 Asset creation
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Fig. 4.23 Model testing for manufacturer

Fig. 4.24 Transaction history

From our research, we implemented the blockchain technology to maintain trust,
security, and clarity in the system. We used many technologies and one of the tech-
nologies is IoT, Ethereum. On the basis of latency of blockchain, the throughput of
blockchain, the accuracy of transactions, we tested our proposed idea.

Comparison with existing state-of-the-art technologies.
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Fig. 4.25 Process history

Fig. 4.26 Docker file

Carchain Driveloop (our application)

1. It is used to maintain the data for Rental cars 1. It is an automated process for buying and
selling of cars

2. It uses the Ethereum platform 2. It uses Hyper ledger Fabric platform

3. It is a public blockchain 3. It is a private blockchain
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Fig. 4.27 Test cases

4.8 Novelty and Recommendations

Before we go on to talk about the problems of the process of Vehicle Registration,
we first need to understand why Vehicle Registration is such an important aspect of
automobile dealing. Car ownership of changes as many times as you can imagine.
Whether you look at it in the terms of dealing in spare parts or in assembled vehicles,
dealings by the middlemen or by the retailer who makes the final sale to a consumer,
or in terms of the resale of a second-hand vehicle, there are a number of stakeholders
who would very much want to know about all the history of the vehicle they are
buying. Not to mention the insurance agencies, the police and other authorities and
well, the government too needs to keep tabs on the automobiles for various reasons
[9, 10].

The fact of the matter is that all these stakeholders need information about the
vehicles, starting from its manufacturing story, covering its first sale, the accidents,
if any, that it has been in, and any and all repairs and maintenance. This is crucial
not just to maintain a track record of the vehicle in question to determine its market
value, but also for legal and insurance purposes [26].

The word automobile is derived from the Greek word auto which means “self”
and the French word mobile which means ‘moving’. The significance of automobile
are as follows,

(a) The increase in the demand for automobiles such as cars and other vehicles
increase the income of driver of the automobile industry.

(b) In this foster age, people need to reach destinations rapidly. So, automobiles
help one over here and it became popular. With the help of automobile, people
from all over the world can travel anywhere. Automobiles play a vital role in
the country’s socio-economic development.



94 R. Rastogi et al.

(c) There is also a worldwide sharing in automotive industry of cars, vehicles,
parts and accessories that ranges from 15 to 40% in US, South Korea etc.

(d) The automotive industry provides development of the taxable base and
revenues of the state budget.

(e) It also influences scientific and technical progress [11].

4.9 Future Research Directions

There is a huge transformation in the urban development in twenty-first century
because of the advanced technologies and various services. Nowadays, research
activities become common for growing smarter cities. Smart City is the demanding
solution of sustainability and urbanization. Nowadays, corruption is common and
mostly it is paid by the poor. It is like a cancer that eats away at a citizen’s faith in
the government. For example—smart cities may lead to injustice in the world where
citizens or people are pushed to subaltern roles and it is regulated by technocratic
governments. Increase in population in urban areas often leads to the problem of
parking spaces and has been a big challenge for urban planners, architects, and
administrators. So keeping all such views, an innovative solution is much more
awaited and demanded [3].

There are few future remedies that can be carried out in this project.

(a) We intend to add certain features like location detection through GPS and
addition of some more services according to user requirements afterwards.

(b) We also intend to add an Insurance party into our project.
(c) We also intend to increase the scalability of this project worldwide i.e. beyond

our country [22, 23].

4.10 Limitations

The study was a good learning process and was a very satisfying experience. Yet
there are several factors that limited this researchers plan to study as every researcher
desired limitations. Some are as follows:

(a) Access to documentation and information—The required data was not readily
available. The process of documentation is not a continual practice.

(b) Automobile Industry—Because of strict rules andmany policies, the R&D and
design executives are bound up in the automotive industry. Data sharing is very
limited. To share the information openly and willingly is not considered good
practice in the corporations.
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4.11 Conclusions

The interesting parts, like fabricators, conventions, clients and automobile agencies,
can easily be facilitated for accrediting and updating the information of the vehicle in
its secure function. The solution also guarantees that the information is more precise
and completely sealed and transmits secure and economical form.

Performance Evaluation.

(a) The performance of the service providers is based on ratings given to them by
service users.

(b) The performance of the service users is based on ratings given to them by
service providers.

(c) The performance of the overall website is based on feedback given to us by
the users of the website.

(d) The reviews for thewebsitewill be taken frommentors, coordinators and peers’
students.

Internet of Things (IoT), big data systems and mobility are some of the services
programmers of smart cities. Smart parking is the crucial parts of smart city.
Connected automobile with its advanced technology reduces the chances of acci-
dent and help drivers save time and gasoline in their limits. More urban our planet
becomes, smarter the cities have to be. In the coming days, due to the advanced
technology, the smart cities would prone to the smarter cities.
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Chapter 5
Nonparametric Test for Change-Point
Detection of IoT Time-Series Data

Dmitriy Klyushin and Andrii Urazovskyi

Abstract The Internet of Things is a concept of computer networks consisting of
devices interacting with each other without human intervention. The complete or
partial absence of human participation in the operation of such a network makes it
necessary to solve the problem of automatic recognition of a significant deviation of
the current state of the network from its normal state. The concept of “significance” is
vague until it is formalized with the help of rigorous statistical concepts, in particular,
the concept of confidence intervals with a given level of significance. In this chapter,
we offer a new effective online algorithm for detection of change-points in data
generated by IoT devices (tracking data, health rate data etc.). This allows detecting
failures, cyber attacks and other deviations in the data. We describe a non-parametric
test for evaluation of the statistical hypothesis that data in two adjacent time inter-
vals of a time series have the same distribution. When this hypothesis is true, we
detect a change-point. The significance level for the test is less than 0.05. The test is
universal in two aspects: it permits ties in a sample and it save the sensitivity when the
distributions are greatly overlapped. We demonstrate the prevalence of the proposed
test over widely used the Kolmogorov–Smirnov test and the Wilcoxon signed-rank
tests using both artificial samples with various distributions and properties (disjoint,
slightly overlapped, and strongly overlapped) and real examples. We show that our
approach provides robust, sensitive and accurate results.

Keywords IoT · Time series · Change-point problem · Tracking data · Health rate
control · Nonparametric test · Homogeneity measure

5.1 Introduction

The widespread use of IoT technology in various spheres of life (from everyday
life to high-tech enterprises) creates new problems associated with the analysis of
data coming from devices. The high rate of data generation and the large amount
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of memory required to store it highlight the challenges of online data processing in
small chunks. One of the important and rather difficult tasks is to detect change-
points in data streams. A change-point is a point in time before and after which the
data has a different distribution.

The algorithm for change-point detectionmay be categorized as online and offline.
Online algorithms process data “in fly” and does not require to store huge amount
of data. Offline algorithm use entire information on data stream and demands to
store all the data collected during given period. Obviously, offline algorithms are
most accurate since they use complete datasets rather than chunks of information.
However, their practice applicability depends on availability of high-performance
computers and storage for big data. Thus, online algorithms are useful when we need
fast and robust estimation of data stream features. Specifically, these algorithms are
necessary for IoT devices that cannot have huge memory.

The statistical tests for change-point detection on randomdata streamare classified
as parametric and nonparametric. Parametric tests suppose some functional form of
data stream (see for example [1, 2] etc.). This allows discarding of training samples
after learning, but narrows the applicability of parametric tests. Nonparametric tests
do not use any assumptions on functional form of data distribution excepting very
general ones, e.g. absolute continuity. Some authors state that nonparametric is more
effective for large datasets [3].

If samples are drawn from the same populations they are called homogeneous. The
two-sample tests for homogeneity are divided on purely nonparametric (Smirnov [4,
5],Dickson [6],Wald andWolfowitz [7],Mathisen [8],Wilcoxon [9],Mann–Whitney
[10], Wilks [11] etc.) and conditionally nonparametric (Pitman [12], Lehmann [13],
Rosenblatt [14], Dwass [15], Fisz [16], Barnard [17], Birnbaum [18], Jockel [19],
Allen [20], Efron and Tibshirani [21], Dufour and Farhat [22] etc.).

The chapter describes a new effective online algorithm for detection of change-
points in data generated by IoT devices based on a non-parametric approach. The
further content is organized as follows. Section 2 introduces the Klyushin–Petunin
tests for heterogeneity of two samples following absolutely continuous distribution
functions. Section 3 describes numerical experiments. Section 4 presents results of
the numerical experiments and their discussion. Section 5 concludes the chapter and
poses some open problems.

5.2 Nonparametric Test for Absolutely Continuous
Distribution Functions

Suppose that x = (x1, x2, ..., xn) and y = (y1, y2, ..., yn) are samples from popu-
lations G1 and G2 following absolutely continuous distribution functions F1 and
F2. The null hypothesis states that these distributions are identical and the alternative
hypothesis states the opposite. Consider the purely non-parametricKlyushin–Petunin
test [23] based on the Hill’s assumption A(n) [24] that states that if random values
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x1, x2, ..., xn ∈ G are exchangeable and belong to absolutely continuous distribution
then

P
(
x ∈ (

x(i), x( j)
)) = j − i

n + 1
, j < i, (5.1)

where x is a sample value from G, and x(i) and x( j) are the ith and jth order statistics.
This assumptionwas proved for independent identically distributed random values in
[25] and for exchangeable identically distributed random values in [26]. Finding the
relative frequency hi j of the event ym ∈ (

x(i), x( j)
)
, we can estimate how hi j differs

from (1) using a confidence interval for binomial proportion I (n)
i j =

(
p(1)
i j , p(2)

i j

)

(for example, the Wilsoninterval as in the following numerical experiments). The
similarity measure of samples x and y (p-statistics) is defined by the equation

h =
2#

{
pi j = j−i

n+1 ∈ I (n)
i j

}

(n − 1)n
. (5.2)

As far as the p-statistics (2) is the relative frequency of the event
{

j−i
n+1 ∈ I (n)

i j

}
,

we may construct the confidence interval In for the p-statistics (for example, the
Wilsoninterval) an formulate a decision rule of the test: if In contains 0.95, the
null hypothesis is accepted, else the null hypothesis is rejected. If the null hypothesis
holds, and lim

n→∞
j−i
n+1 ∈ (0, 1), and lim

n→∞
i

n+1 ∈ (0, 1), then the asymptotic significance

level β of a sequence of confidence intervals I (n)
i j is less than 0.05 [23].

5.3 Numerical Experiments

To test proposed method we carried out numerical experiments with stationary time
series having one change-point. Time-series of such kind were studied, for example,
in [27–29].We divided the stationary time series in segments of size n and considered
two adjacent non-overlapping sliding windows of length n, where n = 10, 40, 70,
and 100. The lengths of the entire time series were equal 1000 and 1500. We used
two kinds of time series: (1) without a jump, and (2) with a jump (Fig. 5.1). The
first segment consisted of the real numbers drawn from the Gaussian distribution
N (a1, σ1), and the second segment consisted of the numbers drawn from theGaussian
distribution N (a2, σ2), where either a1 = a2 and σ1 < σ2 or a1 < a2 and σ1 = σ2.
Since the tests can detect any number of change-points (true or false) or do not detect
change-points at all, we estimated two kinds of errors: the mean error of number of
change-points and the mean error of coordinates of change-points. Averaging was
made over 100 trials with sliding windows of given size. If the samples x1, x2, ..., xn
and xn+1, x2, ..., x2n were heterogeneous, i.e. they had different distributions, then
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Fig. 5.1 Stationary time series without jump (left) and with a jump (right)

the point xn+1 was considered as a change-point. Then we move the sliding window
ahead by n elements and repeat the procedure. As alternative tests for change-point
detection, we used the Kolmogorov–Smirnov test and the Wilcoxon test. These tests
are widely used tools for change-point detection [30–33].

5.4 Results and Discussion

Consider the case with two segments of difference sample variances (Fig. 5.1, left).
Let us see how the change of the variance of the segments effects on the accuracy of
the tests. The results obtained for the case (Fig. 5.2) when a1 = a2 = 0, σ1 = 0.01,
and σ1 = 0.025 are provided in Table 5.1. As we see, the p-statistics produced
the best relative mean for number of change-points, averaged by windows widths,
the Kolmogorov–Smirnov statistics had modest error and the Wilcoxon test was the
worst one. The p-statistics and the Kolmogorov–Smirnov statistics produced almost
the same error. Note, that the accuracy of the p-statistics and the Kolmogorov–
Smirnov statistics increased when the window width increased, but for theWilcoxon
test failed in every experiment (N/A means that the test did not a change-point in any
trial at all).

The results obtained for the case (Fig. 5.3) when a1 = a2 = 0, σ1 = 0.01, and
σ2 = 0.05 are provided in Table 5.2. Here, the p-statistics produced the best relative
mean for number of change-points, the Kolmogorov–Smirnov statistics had modest
error and theWilcoxon test was the worst one. The p-statistics and the Kolmogorov–
Smirnov statistics produced almost the same error, while the Wilcoxon test failed in
every experiment.
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Fig. 5.2 Time series with
a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.025

Table 5.1 The results of the experiment with a1 = a2 = 0 and σ1 = 0.01, and σ2 = 0.025

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 1.00 N/A N/A N/A N/A N/A

40 0.13 0.96 N/A 22.11 2.37 N/A

70 0.04 0.50 N/A 25.82 23.66 N/A

100 0.03 0.14 N/A 29.17 51.31 N/A

Average 0.30 0.65 N/A 25.70 27.78 N/A

The results obtained for the case (Fig. 5.4) when a1 = a2 = 0, σ1 = 0.01,
and σ1 = 0.075 are provided in Table 5.3. Here, the p-statistics produced the best
relative mean error for number of change-points, the Kolmogorov–Smirnov statistics
had modest error and the Wilcoxon test was the worst one. The p-statistics and the
Kolmogorov–Smirnov statistics produced almost the same error. When the sliding
window width increases the accuracy of the Wilcoxon test increases also.

The results obtained for the case (Fig. 5.5) when a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.1 are provided in Table 5.4. Here, again the p-statistics produced the
best relative mean error for number of change-points, the Kolmogorov–Smirnov
statistics had modest error and the Wilcoxon test was the worst one. The p-statistics
and the Kolmogorov–Smirnov statistics produced rather the same error in finding of
coordinates of the change-point, and the Wilcoxon test failed.
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Fig. 5.3 Time series with
a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.05

Table 5.2 The results of the experiment with a1 = a2 = 0 and σ1 = 0.01, and σ2 = 0.05

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.92 N/A N/A 1.11 N/A N/A

40 0.05 0.04 N/A 14.29 22.86 N/A

70 0.03 0.00 N/A 16.41 32.13 N/A

100 0.05 0.00 N/A 23.30 42.39 N/A

Average 0.26 0.26 N/A 13.78 32.46 N/A

The results obtained for the case (Fig. 5.6) when a1 = a2 = 0 and σ1 = 0.01, and
σ2 = 0.125 are provided in Table 5.5. These results are very similar for the results
from Table 5.4. This is evidence that the increasing of σ2 leads to improving of the
accuracy of the p-statistics and the Kolmogorov–Smirnov statistics in change-point
detection, but the Wilcoxon test failed in every experiment.

The results obtained for the case (Fig. 5.7) when a1 = a2 = 0 and σ1 = 0.01, and
σ2 = 0.15 are provided in Table 5.6. These results are very similar for the results
from Table 5.4. This is evidence that the increasing of σ2 leads to improving of the
accuracy of the p-statistics and the Kolmogorov–Smirnov statistics in change-point
detection, but the Wilcoxon test failed in every experiment.
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Fig. 5.4 Time series with
a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.075

Table 5.3 The results of the experiment with a1 = a2 = 0 and σ1 = 0.01, and σ2 = 0.075

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.72 N/A N/A 6.64 N/A N/A

40 0.06 0.00 N/A 13.51 20.10 N/A

70 0.07 0.01 0.99 24.30 29.56 3.13

100 0.07 0.00 0.99 29.02 37.98 3.30

Average by width 0.23 0.25 0.99 18.37 29.21 3.22

The results obtained for the case (Fig. 5.8) when a1 = a2 = 0 and σ1 = 0.01, and
σ2 = 0.15 are provided in Table 5.7. These results are very similar for the results
from Table 5.6 because the situation is the same.

The results obtained for the case (Fig. 5.9) when a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.2 are provided in Table 5.8. These results are very similar for the results
from Table 5.7 because the situation is the same.

Resuming, we can say that the increasing on the window width improves the
accuracy of the p-statistics and the Kolmogorov–Smirnov test, but does not impact
on the results of the Wilcoxon test.

Now, we pass to the case of two segments with different sample means (Fig. 5.2,
right). Let us see how the change of the difference between themeans of the segments
effects on the accuracy of the tests.
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Fig. 5.5 Time series with
a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.1

Table 5.4 The results of the experiment with a1 = a2 = 0 and σ1 = 0.01, and σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.38 1.00 N/A 11.33 N/A N/A

40 0.07 0.00 N/A 12.27 19.57 N/A

70 0.04 0.01 N/A 14.55 27.18 N/A

100 0.06 0.00 N/A 20.72 35.79 N/A

Average by width 0.14 0.26 N/A 14.72 20.64 N/A

Consider the results for the case (Fig. 5.10) when a1 = 0, a2 = 0.1, σ1 = σ2 =
0.1 (Table 5.9). As we see, the p-statistics, the Kolmogorov–Smirnov test and the
Wilcoxon test produced comparable results at every width of the sliding window and
in average. This is an expected effect all these tests are very sensitive to the location
shift.

The results for the case (Fig. 5.11) when a1 = 0, a2 = 0.2, σ1 = σ2 = 0.1, are
provided in Table 5.10. As in the previous experiment see, the Kolmogorov–Smirnov
statistics and theWilcoxon test produced better, but comparable results at everywidth
of the sliding window and in average.

Consider the results for the case (Fig. 5.12)when a1 = 0, a2 = 0.3, σ1 = σ2 = 0.1
(Table 5.11). The results show that in this case accuracy of the Kolmogorov–Smirnov
tests and Wilcoxon tests is higher, but comparable with the accuracy of p-statistics.
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Fig. 5.6 Time series with
a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.125

Table 5.5 The results of the experiment with a1 = a2 = 0 and σ1 = 0.01, and σ2 = 0.125

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.21 N/A N/A 12.67 N/A N/A

40 0.05 0.00 N/A 11.41 18.82 N/A

70 0.10 0.00 N/A 18.75 24.40 N/A

100 0.06 0.00 N/A 26.30 32.11 N/A

Average by width 0.14 0.00 N/A 17.28 18.83 N/A

Consider the results for the case (Fig. 5.13)when a1 = 0, a2 = 0.4, σ1 = σ2 = 0.1
(Table 5.12). The results shows that accuracy of the Kolmogorov–Smirnov tests and
Wilcoxon tests is higher, but comparable that the accuracy of p-statistics.

Consider the results for the case (Fig. 5.14)when a1 = 0, a2 = 0.5, σ1 = σ2 = 0.1
(Table 5.13). The results show that accuracy of the Kolmogorov–Smirnov tests and
Wilcoxon tests is higher, but comparable with the accuracy of p-statistics.

Consider the results for the case (Fig. 5.15)when a1 = 0, a2 = 0.6, σ1 = σ2 = 0.1
(Table 5.14). The results show that accuracy of the Kolmogorov–Smirnov tests and
Wilcoxon tests is higher, but comparable with the accuracy of p-statistics.

Consider the results for the case (Fig. 5.16)when a1 = 0, a2 = 0.7, σ1 = σ2 = 0.1
(Table 5.15). The results show that accuracy of the Kolmogorov–Smirnov tests and
Wilcoxon tests is higher, but comparable with the accuracy of p-statistics.
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Fig. 5.7 Time series with
a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.15

Table 5.6 The results of the experiment with a1 = a2 = 0 and σ1 = 0.01, and σ2 = 0.15

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.10 N/A N/A 12.33 N/A N/A

40 0.05 0.00 N/A 15.44 18.55 N/A

70 0.10 0.02 N/A 22.81 28.41 N/A

100 0.07 0.00 N/A 22.60 33.67 N/A

Average 0.08 0.26 N/A 18.30 20.16 N/A

Consider the results for the case (Fig. 5.17)when a1 = 0, a2 = 0.8, σ1 = σ2 = 0.1
(Table 5.16). The results show that accuracy of the Kolmogorov–Smirnov tests and
Wilcoxon tests is higher, but comparable with the accuracy of p-statistics.

Consider the results for the case (Fig. 5.18)when a1 = 0, a2 = 0.9, σ1 = σ2 = 0.1
(Table 5.17). The results show that accuracy of the Kolmogorov–Smirnov tests and
Wilcoxon tests is higher, but comparable with the accuracy of p-statistics.

Consider the results for the case (Fig. 5.19)when a1 = 0, a2 = 1.0, σ1 = σ2 = 0.1
(Table 5.18). The results shows that accuracy of the Kolmogorov–Smirnov tests and
Wilcoxon tests is higher, but comparable with the accuracy of p-statistics.

Thus, as it was expected, when the means of distributions are different and the
variance is the same, all the tests have comparable accuracy.
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Fig. 5.8 Time series with
a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.175

Table 5.7 The results of the experiment with a1 = a2 = 0 and σ1 = 0.01, and σ2 = 0.175

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.06 1.00 N/A 9.25 0.00 N/A

40 0.03 0.00 N/A 12.73 17.79 N/A

70 0.03 0.00 N/A 12.41 23.92 N/A

100 0.06 0.01 N/A 23.16 32.72 N/A

Average 0.05 0.26 N/A 14.39 18.71 N/A

5.5 Conclusion

The proposed algorithm for change-point detection has the comparable accuracy to
the Kolmogorov–Smirnov and Wilcoxon tests if distributions of segments of data
sequence has different mathematical expectations and the same variance and it is
more accurate for the distributions with the same mathematical expectations and
different variance. This algorithm does not require storing big amounts of data and
allows easy implementation.

There are several directions of future work on this algorithm: (1) developing of
multivariate version, (2) extension on different types of anomalies, and (3) extension
on the cases with smooth transition segments.
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Fig. 5.9 Time series with
a1 = a2 = 0 and σ1 = 0.01,
and σ2 = 0.2

Table 5.8 The results of the experiment with a1 = a2 = 0 and σ1 = 0.01, and σ2 = 0.2

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.09 N/A N/A 9.26 N/A N/A

40 0.05 0.00 N/A 13.65 17.23 N/A

70 0.05 0.00 N/A 15.80 23.35 N/A

100 0.05 0.01 N/A 19.96 29.68 N/A

Average 0.06 0.25 N/A 14.67 17.57 N/A
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Fig. 5.10 Time series with
a1 = 0, a2 = 0.1,
σ1 = σ2 = 0.1

Table 5.9 The results of the experiment with a1 = 0, a2 = 0.1, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.99 0.99 0.99 0.05 0.55 0.010

40 0.33 0.19 0.14 20.37 19.88 17.93

70 0.04 0.01 0.00 28.81 27.70 27.15

100 0.03 0.00 0.00 39.15 35.93 32.22

Average 0.35 0.30 0.28 22.10 21.02 19.33
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Fig. 5.11 Time series with
a1 = 0, a2 = 0.2,
σ1 = σ2 = 0.1

Table 5.10 The results of the experiment with a1 = 0, a2 = 0.2, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.74 0.26 0.38 4.86 7.70 6.31

40 0.04 0.00 0.01 12.50 10.23 10.85

70 0.04 0.00 0.00 19.34 14.98 14.41

100 0.05 0.01 0.01 23.74 21.21 18.83

Average 0.22 0.07 0.01 15.11 13.53 12.6
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Fig. 5.12 Time series with
a1 = 0, a2 = 0.3,
σ1 = σ2 = 0.1

Table 5.11 The results of the experiment with a1 = 0, a2 = 0.3, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.11 0.00 0.00 6.33 3.72 3.62

40 0.05 0.00 0.00 10.09 8.22 7.19

70 0.07 0.00 0.02 25.53 15.27 14.6

100 0.04 0.00 0.01 20.29 15.58 13.3

Average 0.07 0.00 0.01 15.56 10.70 9.67
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Fig. 5.13 Time series with
a1 = 0, a2 = 0.4,
σ1 = σ2 = 0.1

Table 5.12 The results of the experiment with a1 = 0, a2 = 0.4, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.00 0.01 0.00 3.72 3.43 3.17

40 0.06 0.02 0.00 10.45 8.58 6.82

70 0.09 0.00 0.00 14.31 10.31 9.11

100 0.07 0.00 0.00 21.25 13.79 10.57

Average 0.05 0.00 0.00 12.43 9.04 7.42
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Fig. 5.14 Time series with
a1 = 0, a2 = 0.5,
σ1 = σ2 = 0.1

Table 5.13 The results of the experiment with a1 = 0, a2 = 0.5, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.00 0.02 0.00 3.88 3.57 3.28

40 0.05 0.00 0.00 13.19 7.81 6.89

70 0.01 0.01 0.01 13.07 12.22 10.33

100 0.07 0.01 0.00 22.37 15.61 11.30

Average 0.03 0.01 0.00 13.13 9.80 7.95
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Fig. 5.15 Time series with
a1 = 0, a2 = 0, 6,
σ1 = σ2 = 0.1

Table 5.14 The results of the experiment with a1 = 0, a2 = 0, 6, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.01 0.01 0.00 3.93 3.34 3.06

40 0.07 0.01 0.00 12.98 8.07 6.63

70 0.07 0.01 0.01 16.77 11.33 9.23

100 0.08 0.00 0.00 23.64 12.93 10.62

Average 0.06 0.01 0.01 14.36 9.17 7.37
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Fig. 5.16 Time series with
a1 = 0, a2 = 0.7,
σ1 = σ2 = 0.1

Table 5.15 The results of the experiment with a1 = 0, a2 = 0.7, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.01 0.00 0.00 3.88 3.23 3.10

40 0.07 0.02 0.02 11.75 9.05 7.42

70 0.09 0.02 0.01 23.14 12.62 9.71

100 0.10 0.02 0.02 28.23 15.95 12.42

Average 0.06 0.02 0.01 16.75 10.21 8.16
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Fig. 5.17 Time series with
a1 = 0, a2 = 0.8,
σ1 = σ2 = 0.1

Table 5.16 The results of the experiment with a1 = 0, a2 = 0.8, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.02 0.02 0.01 4.09 3.46 3.00

40 0.06 0.01 0.01 11.56 7.99 6.50

70 0.07 0.02 0.01 17.62 11.72 9.65

100 0.08 0.01 0.00 22.55 14.53 10.69

Average 0.06 0.01 0.01 13.95 9.94 7.46
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Fig. 5.18 Time series with
a1 = 0, a2 = 0.9,
σ1 = σ2 = 0.1

Table 5.17 The results of the experiment with a1 = 0, a2 = 0.9, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.01 0.02 0.01 3.94 3.35 3.09

40 0.08 0.02 0.01 13.11 8.38 7.11

70 0.06 0.01 0.00 14.75 11.82 9.32

100 0.05 0.00 0.01 19.26 14.19 9.89

Average 0.05 0.01 0.01 12.76 9.43 7.60
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Fig. 5.19 Time series with
a1 = 0, a2 = 1.0,
σ1 = σ2 = 0.1

Table 5.18 The results of the experiment with a1 = 0, a2 = 1.0, σ1 = σ2 = 0.1

Window width, points Relative mean error for number
of change-points

Absolute mean error of
coordinates of change-point

P KS W P KS W

10 0.01 0.02 0.01 3.80 3.49 3.14

40 0.07 0.02 0.01 10.64 8.19 6.56

70 0.09 0.01 0.00 19.04 11.48 8.99

100 0.10 0.00 0.01 25.84 14.30 11.62

Average 0.06 0.01 0.01 14.83 9.36 7.58
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Chapter 6
Internet of Things (IoT) and Vocabulary
Learning in the English Language

B. R. Aravind and V. Rajasekaran

Abstract The present study has explored the importance of enhancing vocabulary
through the Internet of Things (IoT) by learning English literature to 40 ESL learners
(20 males and 20 females). This research also said that the vocabulary level increases
when learners are confident in their learning activities. To improve the confidence
level of the ESL learners, their understanding of vocabulary knowledge should be
improved. Understanding will improve when the learners have enough vocabulary
to convey their ideas, so it becomes the teachers’ duty to improve their vocabulary.
In order to ascertain the authenticities about ESL learners’ vocabulary knowledge
through the Internet ofThings (IoT) by learning literature, a semi-structured interview
was also conductedwith 10 participantswho completed the questionnaire. The results
exposed the subsequent array of responses like ‘able to learn vocabulary better when
it was presented through the Internet of Things (IoT) activities’, ‘how significant
is the Internet of Things (IoT) Technology in learning vocabulary’, and ‘Internet
of Things (IoT) activities were useful in acquiring various kinds of knowledge and
information about a particular word’ scored maximum number of participants. The
syllabus also should have task-based exercises and activities to evaluate the students
so that they may be able to enhance their vocabulary through the Internet of Things
(IoT) in their studies.

Keywords Internet of Things (IoT) · Vocabulary · ESL learners · Task-based
activities · Confidence

6.1 Introduction

This article focuses on the troubles faced by undergraduates from rural backgrounds
regarding their vocabulary enhancement. Vocabulary plays a vital role in improving
the English language. This article identifies the problems in improving the students’
vocabulary and gives suggestions and methods to improve the students’ vocabulary
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level. The English language plays a prominent role in grooming one’s personality. If
he or she has mastered the language, they can face the corporate world. When they
are good enough in the Internet of Things (IoT), they will have the self-assurance
to do all the works assigned to them in their job. Reading and writing cannot be
ignored, and it will get developed from listening and speaking. But the students from
rural backgrounds are not fluent and accurate in terms of their vocabulary so they
cannot master these LSRW skills in the undergraduate courses. When people talk
about LSRW skills, they will not give importance to the listening skill but have to
understand that onlywhen a student listens properly can they speakwell. It is a simple
theory about how people started to speak a language as an imitation. In a nutshell, all
the language skills are inter-related. These skills can be enhanced with the assistance
of the Internet of Things (IoT) activities for better and long-term understanding.

6.2 Internet of Things (IoT) and Education

Ashton [1] used the term Internet of Things (IoT) for the first time in 1999. Since
then the concept of connected things gave a new growth of the internet. The advent
of the Internet of Things (IoT) has opened many avenues across industries through
networking and artificial intelligence technologies. Especially in education, informa-
tion sharing, resource management, global interconnectedness, smart classes, and
smart labs were benefited. This Internet of Things (IoT) technology can increase
educational quality and easy access. The course plan activities were designed to
access quickly. The learning process will provide a multidimensional aspect and
give a positive impact on education. The interactive smart classes were equipped
with enhanced and updated learning materials that were readily available on the
Internet of Things (IoT) platform. This allows an accurate picture of everything.

6.3 Survey of Literature

Many experts and researchers have spent valuable time retaining the learners’ learned
vocabulary in English Language Teaching. As a result, many strategies, methods, and
techniques were introduced to uplift the ESL learners’ vocabulary. TED wordlist
improves noun hyponyms through WordNet, enhancing ESL learners’ vocabulary
level [2]. Sanaoui [3] remarked, “those students who had a more structured vocab-
ulary learning approach performed better at recalling vocabulary”. Ahmad Azman
Mokhtar et al., [4] conducted a study, “Vocabulary Learning Strategies of Adult ESL
Learners” with 360 students. Gu and Johnson’s [5] questionnaire was used to gather
the data. Results revealed that guessing and dictionary strategies were least used
for most metacognitive regulation, note-taking, rehearsal, encoding, and activation
strategies. ESL learners’ vocabulary knowledge can be diagnosed through Schmitt’s
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[6] memory strategies [7]. Technological modality enhances learners’ communica-
tion and conveys the intended message effectively through speaking skill. TED talks
are useful in building confidence in the learners’ academic performance, particularly
in communication [8].

Coanca [9] connected the teaching and learning English to the ecosystem of the
Internet of Things (IoT) in her study. She explored the Internet of Things (IoT) on
the light of technological modality for language educators. The findings revealed
that digital technologies should act as a tool for curriculum designers to design
sustainable strategies. Veeramanickam [10] Internet of Things (IoT) created a change
in education institutions by implementing the infrastructure changes. The impact of
technology has transformed the traditional teaching practices. Internet of Things
(IoT) has intertwined education and technology to enhance the academic production
of the learners in the educational field. Generally speaking, teachers are in pressure
in completing the syllabus. They are not ready to give the Internet of Things (IoT)
activities to the students to evaluate their understanding level. They should provide
opportunities for the students to participate in such activities. This will help the
students to get success in their life. It becomes the teachers’ duty to motivate them to
recognize the vocabulary and responsiveness of mastering the other language skills.
It becomes complicated for a teacher to monitor all the students’ language skills in
a class. So, they have to check their understanding of the Internet of Things (IoT)
activities. When they have the Internet of Things (IoT) teaching methodology, they
can develop the students’ vocabulary level and language skills.

6.4 Significance of the Study

In the present situation, the undergraduate course syllabus gives less importance to
the Internet of Things (IoT) in English, so the students do not get enough chance to
improve English language learning. Students also do not show much interest, in the
beginning, to improve their language skills in English. Writing the students’ talent is
only evaluated through the framed syllabus, the remaining three skills are not given
much importance. But a student’s comprehension level can be improved through the
Internet of Things (IoT) activities. So the Educational institutions should try to accept
the fact and start to reframe their outcome of the courses by having equal importance
to all the four skills with the Internet of Things (IoT) assistance. So this article will
concentrate on improving students’ vocabulary through the Internet of Things (IoT).
The findings of this investigation can be an information base for further research in
the related fields. Implications on the design and teaching of pedagogical curricula
can be formulated.
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6.5 Research Objectives

In a country like India, many students study English as a second language they are
not aware of mastering the language to get success in their life. Teachers always
think about completing the syllabus on time and believe that is their success. They
forget that when students lack their vocabulary level, they may not have good results,
and it will give the students a severe problem in building their confidence. Hence the
following research objectives were formulated:

• To highlight the importance of improving vocabulary through the Internet of
Things (IoT).

• To identify the obstacles of ESL learners’ in improving vocabulary

6.6 Research Questions

Literature is a reflection of life, and it came from the unique cultures which are more
than thousands of years old, and it is an application of language. So, it is not surprising
that it will help people to have the opportunity to expand and enrich their language
skills. Whether it is learned by the child or by an adult, it will give interest and
maintain enthusiasm towards the language. The current study answers the following
research questions based on the understanding as mentioned above.

• How the Internet of Things (IoT) explores ESL learners’ vocabulary knowledge
by learning literature?

• Is there a relationship between the Internet of Things (IoT) and ESL learners’
vocabulary knowledge?

• Whether the Internet of Things (IoT) will improve ESL learners’ vocabulary
knowledge?

6.7 Research Methodology

The descriptive and analytical analysis is used to study the problem. A questionnaire
was circulated to know the feedback of the Internet of Things (IoT) activities posed
by the researcher. The questionnaire datawere collected throughGoogle Forms 2020.
The rating scale for the frequency of use of the Internet of Things (IoT) activities as:
Helpful, Not Helpful, Not used but Helpful, and Not Aware respectively.
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Table 6.1 Description of
samples

Category Number

Male 20

Female 20

Total 40

6.7.1 Sample and Sample Size of the Research Study

To study this research’s objectives, the undergraduate syllabus of arts stream is taken
and sample size, students who were doing undergraduate in English. To select the
samplings, the Radom sampling method was used. The current study conducted with
the help of 40 ESL learners who were randomly selected. The ESL learners were
selected from Chennai as the sample of the study. The samples comprised 20 (50%)
male respondents and 20 (50%) female respondents ranging from 18 to 22 years
old. The proficiency level of the ESL learners ranges from intermediate to advanced
level. In the sample, 20 (50%) were first-generation graduates, and the remaining 20
(50%) were second-generation graduates are shown in Table 6.1.

6.8 Discussion of the Study

Vocabulary teaching for the English language needs to be taught with utmost care.
Vocabulary cannot be taught individually, and it can be taught to the students in an
integrated waywith literature and the Internet of Things (IoT).When students start to
ask a question immediately during the lecture, they have developed their confidence
level, which can be developed through effective teaching. Literature as poetry, novels,
history, biography, and essay gives us pleasure and wisdom. All human emotions like
anger, happiness, sadness, passion, love, and hatred can be expressed through liter-
ature. People communicate through spoken or written form of language with words
and signs in a structured and conventional way. The great masters of literature always
have to cudgel in their mind in choosing accurate vocabulary because they want to
give their ideas impressive and everlasting to their readers. If they are not brilliant in
their vocabulary, they cannot express their ideas or views in an enthralling way. The
language and narrative techniques reveal the authors’ personalities. If one wants to
master their vocabulary, they have to read the genius of the past like Shakespeare,
Milton, Shelley, Bacon, Addison or A.G.Gardiner, and so on. The writings of these
writers will give so much to the young minds. Here, the Internet of Things (IoT)
activities and literature were coupled for the effective teaching–learning process
concerning vocabulary. For example, the poem The Solitary Reaper by William
Wordsworth [11] experimented for the study. Usually, when a teacher teaches this
poem to the students, they will give the poet’s background, and when they explain
they will give meaning for each line, the teacher will say he is a nature poet. Here,



128 B. R. Aravind and V. Rajasekaran

the role of a teacher becomes essential [12]. They should have the Internet of Things
(IoT) activities for this poem to improve their vocabulary [13].

6.8.1 Interactive Whiteboard

The interactive whiteboard was used in the language classroom for a lively learning
environment. Mayer [14] mentioned the impact of multimedia and deep learning was
more fromwords and pictures than fromwords alone [15]. The interactivewhiteboard
was loaded with instantly accessible lesson materials of the class by the teacher. The
digitized content can be displayed to the learners [16]. The teacher asks the learners
to read William Wordsworth’s [11], The Solitary Reaper poem aloud, and the audio
played for the students. The teacher concentrating on the students’ vocabulary asked
questions relatively to know the word knowledge’s comprehension [17].

6.8.2 E-books

The learners were asked to download E-books and collect biographical information
of the poet, William Wordsworth [11]. Additionally, they were instructed to prepare
four lines about the poet from the background information and collected [18]. The
assigned write-up had to be typed and stored for classroom activity evaluation [19].

6.8.3 Tablets and Mobile Devices

Tablets and mobile devices were ubiquitous for students nowadays. This activity
makes the students work actively with their gadgets. The teacher asks the students
howmany –ing words are there, and what are they? This type of simple question will
give the learners interest to come with the answer quickly. When the students say
that there are seven words, they are reaping, singing, overflowing, thrilling, breaking,
ending, and bending. The next question they may ask for the meaning of the words.
The next question they may ask to identify the root words, and after that, they may
ask for the three forms of verbs. The entire activity would be noted in students’
gadgets and E-mail their responses to the teacher for evaluation [20].

6.8.4 Web-Recording

To develop the learners’ vocabulary, a web-recording activity was performed in the
class. The teacher asked the students to express the literary analysis of the poem. This
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would help them to improve their vocabulary while conveying their thoughts on their
own. Apart from the performer, the rest of the students may comment on the perfor-
mance lively online. This web-recording activity learning will improve learners’
vocabulary through performing and commenting. When we talk about speaking and
listening, its outcome becomes communication, for the communication we need
words.

Theprimemotive of this article is to inculcate and instil the Internet ofThings (IoT)
technology to the students. Because the mere talking on theories will not improve,
students should have the confidence to face the known and unknown technological
modality for effective learning. The confidence onlywill give fluency and accuracy in
their English language learning.Questioning in the classrooms plays a vital role in the
development of the students’ learning. When they come out with questions without
fear, they will improve their language skills. The results proved that most of the
students said that the Internet of Things (IoT) activity-based teaching methodology
helps them learnEnglish vocabulary.Theyhave confidencewhile learningvocabulary
through the Internet of Things (IoT) activities. They have improved their vocabulary
through the Internet ofThings (IoT) activities in the class. Theyhave started to explore
the different learning technologies to foster their knowledge in language classrooms
too. It is proved that the Internet of Things (IoT) technologies have become one of
the mediums of learning English vocabulary.

The teacher controls language so he or she can have controlled activities. The
best-controlled activity is drilling even though it is an ancient method; the results
will be good. The study employs a drilling method with the Internet of Things (IoT)
activities. Interactive whiteboard, E-books, Tablets and Mobile devices, and Web-
recording were used to design the Internet of Things (IoT) activities for learning
and improving ESL learners’ vocabulary knowledge by learning literature. But these
guided activities and learning situations should be creatively created by the teacher
with the Internet of Things (IoT). The following results reveal the ESL learners’
Internet of Things (IoT) activities after the teaching–learning process.

From the above Table 6.2, it is proved that activity-based learning helps improve
the vocabulary of ESL learners through the Internet of Things (IoT) by learning
literature. The results are shown in Figs. 6.1 and 6.2.

To certify this study’s results about vocabulary knowledge through the Internet
of Things (IoT) activities by learning literature, participants were asked open-ended
questions in the form of a semi-structured interview. The results were mentioned
above Figs. 6.3, 6.4 and 6.5. The questions posed to the ESL learners’ at the semi-
structured interview as follows. The first question, ‘Do the rapid development of IoT
platform inEnglish language learning has empowered vocabulary knowledge?’ Eight
out of ten interviewees stated that they empowered their vocabulary knowledge with
IoT activities during the learning process. The second question, ‘Do you agree IoT
could be integrated to support language and literature for effective comprehension?’
Six out of ten interviewees strongly believed that incorporating IoT technologieswith
language classrooms would bring a greater understanding among learners. The third
question, ‘Do you think IoT can engage learners more actively in the field of English
language learning?’ Seven out of ten interviewees felt that IoT activities were more
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Table 6.2 Responses from ESL learners’ Internet of Things (IoT) activities

Items in the questionnaire Helpful Not helpful Not used but Helpful Not aware

1. How significant is the Internet
of Things (IoT) Technology
in learning vocabulary

35 2 3 0

2. Internet of Things (IoT)
activities helped to clear up
things that were confusing

28 5 2 4

3. Able to have a wider range of
vocabulary activities through
the Internet of Things (IoT)
platform

27 8 4 1

4. Using the Internet of Things
(IoT) activities to check my
vocabulary learning was
more reliable

25 10 5 0

5. Internet of Things (IoT)
activities was useful in
acquiring various kinds of
knowledge and information
about a particular word

34 6 0 0

6. Internet of Things (IoT)
interactive activities helped to
understand the corresponding
topics

22 3 7 0

7. Able to learn vocabulary
better when it was presented
through the Internet of
Things (IoT) activities

38 1 1 0

8. Internet of Things (IoT)
supports peer and
collaborative learning among
learners

26 4 9 1

9. Keep vocabulary smart
notebook in the Internet of
Things (IoT) activities

23 9 8 0

10. Use English Language
Media

24 7 6 3

Mean 28.2 5.5 4.5 0.9

Median 26.5 5.5 4.5 0

Standard deviation 5.24 2.87 2.87 1.37

engaging for learning. They said that the IoT activities could engage the learners
actively in language classrooms too. The interviewees’ collective responses were
more opportunities, and the learning atmosphere was created in the IoT platform.
The interviewees also realized that confidence levelwas stablewhile initially reacting
to the activities inside the classroom. Once they gain their confidence by regularly



6 Internet of Things (IoT) and Vocabulary Learning in the English … 131

0

5

10

15

20

25

30

35

40

1 2 3 4 5 6 7 8 9 10

Helpful

Not Helpful

Not used but Helpful

Not Aware

Fig. 6.1 Graphical representation of ESL learners’ responses to the Internet of Things (IoT)
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Fig. 6.2 Graphical representation of statistical data of ESL learners’ responses to the Internet of
Things (IoT) activities

practising the activities, they will utilize the learning activities even outside the
classroom atmosphere.

The English syllabus for the undergraduate students must be included with travel-
ogues, forms, pamphlets, advertisements, and newspaper articles with the Internet of
Things (IoT) platform. All written, recorded format in literature can be included in
IoT, and these current update in the syllabus arrests the students’ attention. Because
in the same classroom students are differentiated under knowledge, background,
culture, and so on. So accepting a concept indeed will get varied according to their
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understanding capacity. Two people getting the same idea for the given text is very
rare. So teaching language in this aspect gives so much of an advantage in improving
vocabulary. The second advantage is that there is so much space for discussion. So
it is imperative that while selecting a literary text for the undergraduate students, the
board members should consider the needs, interests, cultural background, necessity,
and language level of the students. When students read a literary text, the impact on
themwill be high. It will be long-term, so when the learner improves their vocabulary
by the Internet of Things (IoT), activities through literature will be unimaginable.
Most of the students fear speaking because they do not have many words to translate
their ideas into English. This becomes a significant obstacle to face the audience. To
get rid of this obstacle, students should be given continuous support, motivation, and
encouragement.

6.9 Conclusion

One of the main objectives of the literature is that it will develop one’s vocabulary
level unknowingly. When a reader hears or reads a literary work, they will come
across early by the new words. To know the story or the content, they will search for
the meaning of the new words they encounter. So, from a language point of view,
their vocabulary level will get developed. This article will become an eye-opener to
the language educators, experts in the related field, policy-makers, and curriculum
designers to appreciate and acknowledge technology use. Enormously, the Internet of
Things (IoT) has widened the learning opportunities for effective thoughts to convey.
Internet of Things (IoT) activities gave comfortable circumstances and advancement
for the teaching–learning process. The present study revealed the usefulness and
effectiveness of IoT activities in vocabulary learning through literature. The ESL
learners’ responses also showed that IoT activities in English classrooms played a
pivotal role in a steady improvement in vocabulary acquisition. The comprehen-
sion learning activities were achieved through IoT based modalities like Interactive
Whiteboard, E-Books, Tablets and Mobile Devices, and Web-recording. To enhance
students’ vocabulary level through the IoT platform, when the students are free
enough to share their thoughts and ideas through activities. The students’ develop-
ment will happen when they participate in activities such as speeches, write-ups, and
debates. When students participate in all the activities will inculcate sportive skill
among the students. This reinforcement is needed for the present young generation.
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Chapter 7
Clustering Based Energy Load Analysis
Model (CBELAM) in Wireless Sensor
Networks

S. David, V. P. Ajay, P. T. Vanathi, Nesasudha, and S. Murugan

Abstract Sensor nodes of wireless sensor networks (WSNs) find it hard to prolong
the network lifetime, which is also very expensive. In WSNs, reliable data transmis-
sion and prolonged network lifetime have to be achieved. Energy-efficient routing
protocol has to be developed, which is a challenging issue in a network. The objec-
tive focused in this paper is to balance and minimize the energy consumed by a
node during data transmission in WSN, thereby attempts in prolonging the network
lifetime. Clustering-based energy load analysis model is presented in this paper to
analyze the energy model. The experimental results of the proposed method show
better results over the existing methods.

Keywords Wireless sensor network · Clustering · Routing protocol · Energy
efficiency · Network lifetime
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7.1 Introduction

Wireless Sensor Network comprises many small and cost-effective sensors broadly
applied in several applications with different characteristics and requirements.
However, usually, devices are operated with only batteries but are expected to with-
stand for a longer duration. Further, it is not feasible, and the cost is too high to
replace after deploying sensor nodes (SNs). Hence, in WSNs, the primary concern
is to focus on energy efficiency [1]. Investigation proves that the existing models
consume more energy while transmitting data. The performance of data transmis-
sion is largely based on the routing scheme utilized [2]. All these conclude that there
is a necessity to develop and implement routing protocol with an energy-efficient for
saving energy and prolonging the lifetime of the network.

Generally, WSN is further classified as small networks known as clusters. A
protocol based on the clustering technique employs cluster head (CH) rotation in
a random manner to appropriate the energy equally among the sensor nodes of the
organization. The more stable and relatively reliable node than the rest of the cluster
nodes is treated as Cluster Head node (CH) [3]. Each cluster presents within the
region that is monitored as one CH. The node selected as CH is the most efficient in
the cluster. Data is collected byCH from the nodes present within the same cluster
[4]. After then, the data collected by CH is forwarded to the base station (BS). During
collecting and sending data through CH, node requires energy. Hence, the major role
in WSN is the selecting CH at the end of every round.

SNs transmitting data to BS makes use of a probabilistic function so that the
communication is reliable. Moreover, the clustering approach is an effective tech-
nique to drag out the network lifetime by adjusting the nodes’ energy [5]. Using
the clustering method, route traffic delay is reduced, and data transfer control is
enhanced when it depends on the routing protocol type [6]. These schemes convert
the nodes as CH and generate clusters with unequal size depending on the energy
conditions of nodes; there by reducing the number of dead nodes and increasing the
network lifetime. Due to the energy limitations of the sensors, each sensor monitors
the environment over its lifetime and sends the obtained information through inter-
mediate nodes to the target node. After the setup, these networks’main goal primarily
gathered information and increased the network lifetime [7]. The protocols of WSN
should carefully use energy resources. Generally, SNs do not directly communicate
with the destination since they require more energy for transmission to be reliable
[8]. But, SNs forwards messages to the sink node (destination) through the multihop
network. By the by, routing efficiently in these multihop networks has to achieve
energy efficiency as well.

Moreover, reducing the energy requirements to communicate through multihop,
requires a routing protocol which efficiently decreases the energy consumption when
transmitting data from SNs to sink node. Recently, several works related to WSNs
focus on minimizing energy, which considers a single sensor node’s performance.
Only a few works focus on balancing traffic throughout multihop WSNs and its
impact on the network’s lifetime. Thus, energy efficiency is the most important
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feature for WSN routing protocols, enhancing communication and network lifetime
[9].

The rest of this paper is arranged as: literature survey is discussed in Sect. 7.2,
Sect. 7.3 ellovorates the contributed methodology in detail. Section 7.4 presents the
performance analysis and conclusion in Sect. 7.5.

7.2 Literature Survey

Several works exist that concentrate on reducing the energy consumed by nodes
while transmitting data in WSN.

Montoya et al. [10] formulated a mathematical model and developed a heuristic
approach to support constraints of flow conservation, connectivity, information limit
per interface, limitations for communication and the reach of sensing for SNs, and
splitting constraints to balance the energy consumed while transmitting data and
increasing the network lifetime. This method improved the transmission rate of the
sensor and increased the lifetime of the network. Moreover, they assured the path of
communication between SNs and sinks.

Ahmed et al. [11] integrated the newly developed energy-efficient Clustering
algorithm with hierarchical routing algorithm and named the new model as Energy-
Efficient Scalable Routing Algorithm (EESRA). This algorithm’s major objective
is to improve the network’s lifetime, even with the increase in network size. The
three-layer hierarchy was employed selecting CHs and for reducing the load of CHs.
Further, EESRA utilizedmultihop transmissions to communicate within the clusters’
clusters and implemented a hybrid MAC protocol. EESRA was compared against
other routing protocols with network performance by varying the network size. It
was proved that EESRA outperformed the other protocols with measures like energy
efficiency and load balancing for large scale WSNs.

Chu et al. [12] improved ant colony approach and compared the performance
with other methods. Nodes inWSNwhich used this approach consumed low energy,
and thus SNs had higher residual energy. Besides the energy model, the model that
balanced the data transmission was established and verified with the transmission
target method of the WSN. By applying an improved ant colony algorithm, the
location information of the public node was easily determined. An effective routing
protocol was developed with this information that had the discriminating ability to
find the target node’s location effectively. Consequently, this technique improved the
existence cycle and limited the energy utilization of WSNs, which also effectively
increased the rate of data packet transmission.

Li et al. [13] designed anovelEnergy-EfficientLoadBalancingAnt-basedRouting
Algorithm (EBAR) which integrated pseudo-random route discovery approach with
improved pheromone trail update method for balancing the consumed energy. Effi-
cient heuristic update approach was employed, dependent on the greedy expected
energy cost for optimizing the discovered route. In the final sage, for reducing the
energy consumed due to the control overhead, theEBARmodel utilized energy-based
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opportunistic broadcast approach. WSNs were deployed in several applications for
evaluating the performance of EBAR with various metric like energy consumption
along with efficiency as well as network lifetime. It was observed from the results
that EBAR produced significant improvement than existing EEABR, Sensor Ant,
and IACO approaches.

Hermano Pereira et al. [14] introduced a new network interface average power
metric (NIAP)based on the network’s average power consumption interface. This
approach contributed towards providing the reliable path, balancing the load and
energy and so increased the network lifetime. The results demonstrated that
NIAP promisingly replaced ETX approach as it is simply implemented with no
modifications of RPL standard.

Chuan Xu et al. [15] designed a novel energy-efficient region source routing
protocol (ER-SR) which dynamically selects a node with higher residual energy as
source routing node in the network. At that point, that source directing node found
the ideal source routing path for each basic node, in this manner empowering the
incomplete nodes to partake in routing and consequently energy devoured by SNs
were adjusted. Further, energy devoured by the hub during sending information
must be diminished. In this way, distance-based insect province streamlining was
actualized to discover the worldwide ideal transmission course for each hub. The trial
results delineated that ER-SR created higher energy productivity, better organization
lifetime, conveyance delayand bundle conveyance proportion, than other directing
conventions in WSNs.

7.3 Research Methodology

The proposed architecture model is represented in Fig. 7.1. The node can be sent in
the network, at that point nodes are gathered, which are called clusters. A cluster with
node is picked as Cluster Head (CH).The data are transmitted over the network, and
the clusters are maintained properly. By using Cluster-based energy load analysis
model (CBELAM), energy load can be analyzed.

7.3.1 Cluster-Based Energy Load Analysis Model

Once the cluster size is known, clusters are formed, and then data is transmitted
over the network. Generally, Clustered routing protocols have three phases: cluster
formation, the transmission of data, and cluster maintenance. During the first phase,
the network is divided for numerous clusters where every cluster has a CH. While
transmitting data, its mode of transfer is evaluated. In the final stage, every CH finds
out whether the rotation process of CH should be continued.
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Fig. 7.1 The architecture of the Proposed Model

7.3.1.1 Cluster Formation

Sensor nodes available in the network are segmented as clusters where every cluster
have one CH and several SNs. The data gathered by CH from other nodes of the
cluster and then transmits them to BS. This can be done until the network is alive.
Energy is required to form clusters and select CHs. CHs exhausts energy while data
is received from SNs, aggregating and transmitting data to sink node. Thus, CHs
must have more energy due to the responsibility of transmitting and receiving data.
When CH dies, that particular cluster is disconnected from the network, and there is
a possibility of losing important events.

An optimal node is selected as CH in every cluster. An investigation on optimizing
the cluster’s sizeby considering the reduced communication overhead was discussed
in [16]. The parameters considered were the cluster’s size, total BS, CH locations,
and node density. It was determined that the position of optimal CH was the center
of the cluster. It is observed that the CH at the center of the cluster consumes an
approximately 15% low energy that at the random locations or closer to BS. In this
study, CH is the SN which is to the center of the cluster. Initially, every node has
equal energy. Hence the cluster’s node having minimal distance from the center of
the cluster is selected as CH. CH sends a notification to the nodes in the clusters
and the CHs of other clusters. If the notification is not received within the stipulated
time, SN requests to discovery a node with minimum distance as CH. Likewise, the
cluster formation process is carried out.
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7.3.1.2 Data Transmission

Data are transmitted in two ways, namely inter-cluster and intra-cluster data trans-
mission. In the former, CHs are involved in transmitting the packets to BS at different
levels. TheCH is thenodewhich is the neighbourswithminimal distance toBShaving
higher energy.At the same time,CHsuniformly transmits the packets to theCHs at the
adjoining levels to consider load balance. In the latter, the nodes of the cluster forward
their packets to CH. WSN has few features like energy constraint, bounded commu-
nications and computing ability, more sensors, huge bursting data flow, dynamic
infrastructure, data-centric, etc. Simulations carried out on the proposed algorithm
have demonstrated network effectiveness. Data packet are transmitted to BS in this
manner.

7.3.1.3 Cluster Maintenance

CH has to be essentially rotated for balancing the energy consumed by nodes. The
frequency of a rotation and the method used to perform rotation are the key points
which are usually very complex in a few routing protocols. Generally, Snare compro-
misedwhile selecting newCH.A newCH is a nodewhich has higher residual energy.
When control packets are exchanged among nodes, additional energy is consumed
by the nodes. CH manages the cluster and maintains the energy information of all
its nodes. Hence, the rotation process followed in this study commences when the
residual energy of CH falls below thethreshold T whose value is computed using,

T = F × Eavg
c (7.1)

where, Eavg
c gives the average residual energy of nodes in cluster c, F is the rotation

frequency.
The two ways to select a CH are the node having higher residual energy or the

node closer to its CH. But both of these are not optimum. The firstcostshigh for intra
transmission while the nextdo not balance energy reduction in the cluster. Hence
this study considers energy as well as location information in selecting a new CH.
Present CH defines thenew CH to which a notification packet is sent. After receiving
the notification packet, the new CH forwardsit to other nodes in the cluster and the
other CHs of the other levels.

7.3.2 Energy Model

This model estimates the total energy consumed by SNs, as given in [17]. Energy
consumption of a cluster is assessed by calculating the energy consumed bynon-CH
while transmitting datato CH and the energy consumption of the CH for forwarding
the aggregated data to the BS [18]. Energy consumption of the single non-CH in
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transferring K bits to the CH in a cluster is given as [19]:

Enon−CH = k.Eelec + Eamp(k, d) (7.2)

Enon-CH is the Non-CH energy consumption, Eelecis electronic energy, Eampis
Energy consumed by the amplifier [20].

Energy consumption of CH involves energy consumption while receiving data
from every non-CH [21, 22]. Energy consumed during data aggregation and data
transmission to BS is given by;

ECH =
(n
k

− 1
)
.k.Eelec + n

k
.k.EDA + ET XtoBS (k, d) (7.3)

where EDAdenotesenergy consumed during data aggregation, ECH is the energy
consumed by CH, ETXto BS is the energy consumed by the transmitter to base station.

Thus, in a cluster, the total energy consumed is expressed by;

Ecluster = ECH +
(n
k

− 1
)
.Enon−CH (7.4)

Therefore, the energy model of the WSN is demonstrated with the energy
consumed by the individual component in the network,which is as follows:

1. Energy consumption of CH (ECT ).

This is the energy consumed while forming a cluster as well as all thetasks
performed by CH. The clusters’ tasks are selecting CH, advertising CH, and
transmitting and receiving several control packets /data packets.

2. Consumed Energy by the clusternodes (EMT ).

The nodes in the cluster are sensing data, transmitting as well as receiving several
control packets /data packets. Hence, the nodes’ energy dissipationis estimated with
the expenses towards node setup and transmission procedures.

7.3.3 Load Analysis Model

In this research, the network is partitioned as numerous grid clusters whose length
is li. With the parameters described previously, the load is calculated by

Ni = liρ (7.5)

where Ni and li represent severalSNsand length of the cluster at the level qiand ρ

is the density of the node in the network, and P is the packet. EverySN of the network
generates a single packet within a period, say 5 s,with k bits. Hence, the number of
bits generated by the cluster at level qiis given by
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P = Ni × k (7.6)

At level qi, number of CHs is calculated by

Si = W

li
(7.7)

where, li is the cluster length at the level qi.
The packets handled by the cluster at level qi+1 are sent to the cluster at level qi.

The packets generated at dealt only the CH at level qn. Thus, at level qn CH deals
with the total number of bits Which is given by

Pn = l2nρk (7.8)

At level, qn-1 CH deals with the total bits Pn-1 is expressed by the equations below
which involves the packets generated by SNs of the cluster at level qn-1 and the
packets received from the cluster qn. Packets at level qn are evenly distributed to CHs
at the level qn1.

Pn−1 ≈ Sn × Pn
Sn−1

+ l2n−1ρk (7.9)

Pn−1 =
W
ln

× +l2nρk
W
ln−1

+ l2n−1ρk (7.10)

Pn−1 = lnln−1ρk + l2n−1ρk (7.11)

Pn−1 = (ln + ln−1)ln−1ρk (7.12)

At level qn-2, every CH deal with the total number of bits Pn-2 given by

Pn−2 = Sn−1 × Pn−1

Sn−2
+ l2n−2ρk (7.13)

Pn−2 =
W
ln−1

× (ln + ln−1) + ln−1ρk
W
ln−2

+ l2n−2ρk (7.14)

Pn−1 = (ln + ln−1)ln−2ρk + l2n−2ρk (7.15)

Pn−1 = (ln + ln−1 + ln−2)ln−2ρk (7.16)

Hence, at level qi, every CH handles the total number of bits which is given by
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Pi = Si+1 + Pi+1

Si
+ l2i ρk (7.17)

Pi = (ln + ln−1 + li )liρk (7.18)

Pi = liρk
n∑
j=i

l j (7.19)

When the node’s density and the packet-generation speed are fixed in the network,
clusters deal with the number of packets at each level based on the cluster size.

7.4 Performance Analysis

The simulation is performed in NS2 platform, and the parameters considered for
simulation are tabulated in Table 7.1 below where m and j represent meters and
joules, respectively.

The factors considered for analysis are energy consumption, energy efficiency,
network lifetime, packet delay and packet delivery ratio.

Table 7.2 analyzes the energy consumption of existing EBARandER-SRmethods
with proposed CBELAM method.

Figure 7.2 compares the energy consumption of the proposed and existing
approaches. Number of nodes represents X-axis and the Y-axis and energy consumed

Table 7.1 Simulation
parameters

Parameters Values

Coverage area 100 m x 100 m

Threshold distance 70 m

Node count 100 nodes

Sizeof the packet 512 bytes

Transmission of node in range 20 m

Initial energy 2 J

Table 7.2 Analysis of energy
consumption

Number of Nodes EBAR ER-SR CBELAM

20 11 8 3

40 16 11 5

60 22 15 9

80 29 23 13

100 37 31 17
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Fig. 7.2 Comparative analysis for energy consumption of the proposed approach against existing
approaches

in joules accordingly. The red, blue, green lines indicate the existing EBAR and ER-
SR and proposed CBELAMapproaches. The proposed approach shows better results
than the existing approaches used for comparison.

Table 7.3 analyzes the energy efficiency of the existingEBARandER-SRmethods
with the proposed CBELAM method.

Figure 7.3 compares the energy efficiency of theproposed and existing
approaches. Number of nodes represents X-axis and Y-axis and energy efficiency
in joule,accordingly. The red, blue, green lines indicate existing EBAR and ER-SR
and proposed CBELAMapproaches respectively. The proposed method shows better
results than the existing approaches used for comparison.

Table 7.4 analyzes the network lifetime of the existing EBAR and ER-SRmethods
with proposed CBELAM method.

Figure 7.4 compares the network lifetime ofthe proposed and existing approaches.
The number of nodes show X-axis and Y-axis and energy in joules accordingly. The
red, blue, green lines indicate the respective existing EBAR and ER-SR and proposed

Table 7.3 Analysis of energy
efficiency

Number of nodes EBAR ER-SR CBELAM

20 7 11 16

40 14 19 24

60 28 31 39

80 36 42 52

100 43 54 64
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Fig. 7.3 Comparative analysis of energy efficiency with existing methods against the proposed
method

Table 7.4 Analysis of
network lifetime

Number of nodes EBAR ER-SR CBELAM

20 32.4 43.7 76.8

40 76.4 98.1 154.2

60 121.5 201.4 265.2

80 176.5 298.4 326.4

100 221.4 348.5 437.1

CBELAM approaches. The proposed method shows better results than the existing
approaches used for comparison.

Table 7.5 analyzes the packet delivery ratio of existing EBAR and ER-SRmethods
with proposed CBELAM method.

Figure 7.5 compares the packet delivery ratio of the proposed and existing
approaches. X-axis and Y-axis show the number of nodes and packets, respectively.
The red, blue, green lines indicate the existing EBAR and ER-SR and proposed
CBELAMmethods. The proposed method shows better resultsthan the existing ones
used for comparison.

Table 7.6 shows thePacketDelay’s analysis of existingEBARandER-SRmethods
with proposed CBELAM method.

Figure 7.6 compares the packet delay with existing and proposed approaches.
The number of nodes show X-axis and Y-axis and packets, respectively. The red,
blue, green lines indicate the existing EBAR and ER-SR and proposed CBELAM
methods. The proposed method shows better resultsthan the existing ones used for
comparison.



146 S. David et al.

Fig. 7.4 Comparative analysis of network lifetimewith existing methods against the proposed
method

Table 7.5 Analysis of packet
delivery ratio

Number of nodes EBAR ER-SR CBELAM

20 13 17 21

40 18 23 36

60 29 34 42

80 43 59 68

100 61 73 83

7.5 Conclusion

The major concern with clustering algorithms is forming balanced clusters and
selecting cluster heads (CHs). After cluster formation, a node in the cluster having
thehighest residual energy is chosen as CHs. This approach concentrates on not only
conserving the energy of sensor nodes but on balancing the load also. Further, the
energy consumed while transmitting data is also reduced and balanced in WSN and
thus increased the network’s lifetime. All the objectives were attained by introducing
a Clustering-based energy load analysis model (CBELAM), and the results obtained
were analyzed with the existing EBAR and ER-SR methods. It was proved that
the proposed method achievedgoodoutcomes for all the parameters considered to
analyze the proposed CBELAM approach.
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Fig. 7.5 Comparative analysis for packet delivery ratio with proposed method against existing
methods

Table 7.6 Analysis of packet
delay

Number of nodes EBAR ER-SR CBELAM

20 41 32 11

40 78 64 21

60 98 87 34

80 144 102 65

100 187 134 98
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Fig. 7.6 Comparative analysis for packet delay with existing methods against proposed method
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Chapter 8
A Novel Implementation of Linux Based
Android Platform for Client and Server

M. Kiran Kumar, S. Kranthi Kumar, Ella Kalpana, Donapati Srikanth,
and K. Saikumar

Abstract Android is an excellent operating system and offers many applications.
Nowadays, mobile phones and tabs depend on the Linux platform. The Android
working framework-programming stack base contains Linux Kernel, so it developed
over the Linux Kernel. In a versatile market, it is a mainstream working framework.
Because of the exponential increment in mobile use by the client’s step by step,
the Android cell phone has been communicated by the most extreme clients on the
planet. There is a need to concentrate on the Android framework to give security to
Android applications, information, gadgets, and the system. Linux® is an operating
system that is open source (O.S.). The programme that directly controls the hardware
and infrastructure, such as CPU, memory, and storage, is an operating system. The
O.S. sits among hardware and applications links all of your apps with the physical
resources that do the job. In the manuscript, please add one more keyword, and it
should represent the complete technical sense. This paper focuses on researching the
different genuine security issues associated with the Android devices; anticipating
these issues; strategies have proposed alleviating the security hazards on the Android
gadgets since the clients are putting away crucial data in their cell phones.

Keywords Linux platform · Android · SMS permissions · Web View · And cell
phones
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8.1 Introduction

The Linux Kernel associates the equipment of the Android cell phones. The Linux
Kernel is responsible for a portion of assets, overseeing memory, memory store,
distribution, de-allotment of remembrance for the record framework, booking of
the procedure, and systems administration. The Android application conveys an
incentive to the cell phone clients by utilising a tremendous measure of equip-
ment and programming assets for innovation [1]. The University of Cambridge and
Zimperium labs’ surveyors researched that around 90% of keen gadgets of Android
were influenced by unsafe vulnerabilities and hacked through SMS messages. There
is a prospect of mountingmalware and Android Apps created by the outsider through
social engineering assaults by the assailant in Android telephones. Android displays
an open-source-stage and sharpness condition for portable gadgets, and all Android
applications keep running on theApplication Sandbox. Regularly the restricted scope
of the framework assets is accessed by the Android applications [2]. For the most
part, the central running device depends on the Linux kernel [3] l. Usually, Android
applications get written in Java programming language and continue running in the
Dalvik virtual machine. In any case, applications are competent to be written in the
usual code. Applications have mounted from the alone record with the—Apk record
expansion. The application assets are perceived and isolated on the Android stage by
using the Linux client based assurance. The Android working framework’s upside is
that it permits the Android application to keep running with a particular procedure
with a unique client id, which is not the same as other operating frameworks [4]. The
Android advancement group examined different security issues and vulnerabilities
on other cell phones, work areas, and server stages and saw a need to give factual
security shows in the Android location to empower a reliable utilisation ecosystem.

Its source code is the Android Open Source Project (A.O.S.P.), mainly licensed
under the Apache Licenses free and open-source software. However, most Android
devices ship with pre-installed additional proprietary applications, most notably
Google Mobile Services (G.M.S.), including critical apps such as Google Chrome,
the Google Play digital delivery platform and the related development platform for
Google Play Services. Around 70 per cent of Android smartphones run the Google
ecosystem; Fire O.S. (developed by Amazon) or Lineage O.S. are the competing
Android ecosystems and forks. However, the “Android” name and logo are Google
trademarks that enforce requirements to limit Android branding to “uncertified”
devices outside their ecosystem.

8.2 Proposed Work

This paper centres around recognising the Android working framework’s vulnera-
bilities by using the infusing the noxious app on the Android cell phone through
SMS, email, and so forth and to test the effect of the helplessness on the gadget [5].
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The Android working framework is in charge of recognising the gadget’s vulnerabil-
ities and should not permit introducing its vindictive app. This paper centres around
the accompanying errands (i) Attacking and anticipation stage on the Android cell
phone and (ii) Attacking and anticipation stage on the Android cell phone utilising
Metasploit.

8.2.1 Assaulting and Anticipation Stage on the Android Cell
Phone

8.2.1.1 Attacking Phase

The malignant Apps can be created by the assailant which can perform noxious exer-
cises on the gadgets, for example, perusing the log record, propelling DoS assaults,
perusing SMSmessages, perusing exhibition data, dealingwith thewhole cell phone,
taking or change of information, and so on. In the assaulting stage, the aggressor sends
the pernicious app to the injured individual, which can peruse the person’s log record
in question and send it to the assailant’s telephone through SMS/mail actuated. The
activities that can perform in this stage are as per the following (i). Making a malig-
nant App to peruse the log record and exhibition data from the cell phone [6]. The
vindictive app shows the phoney promotion demonstrating the unique offers offered
by Amazon with high limits. (ii). the noxious.apk record is infused into the unfor-
tunate casualty gadget through SMS, WhatsApp message or email. (iii). the alluring
message like limits offered on the items or message identified with welcome is s
to be the client at whatever point the app is. (iv). When a typical client taps on the
connection, the nasty application covered up inside the connection will be introduced
on the injured individual gadget. (v). The app will run when it has actuated, or it can
keep running out of sight. When the app has actuated, it peruses the log record from
the compromised individual’s gadget and advances it to the aggressor through an
SMS message or email.

Steps Included During the Assaulting Stage:

(i). at the back end, the malignant app gets the call log data from the unfortunate
casualty gadget utilising the Android Call Log Content Provider Managed inquiry
[7]. This strategy restores the outcome setwith lines and sectionsway,which contains
various fields like telephone number, call type, call date, and contact span. (ii). Call
code includes three kinds of calls, for example, approaching, active and missed
calls. The calling code containing messages is assembled into three types utilising
the strategies present in the cursor class [8]. (iii). the fields containing the call data
have added to the String Buffer variable. Next, the information in the current String
Buffer variable has changed over into string information type. The string message
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Fig. 8.1 Flow chart of assaulting stage

containing the injured individual call data has transmitted to the assailant through an
SMS message or email utilising the strategies in the Sms Manager class.

The app has created to contain themalicious code to peruse the log record and store
it in a document. Each column containing the following data, for example, telephone
number, sort of call, and length of the market with information are changed over into
string information type to advance it to the programmer’s telephone through SMS or
email as exemplified in the calculation underneath in Fig. 8.1 and Table 8.1.

8.2.1.2 Prevention of Malignant App

These days, every individual uses an advanced mobile phone, and there is a fast
increment of utilising the applications in cell phones. Regularly, these P.D.A.s are
in peril in light of some killer applications in a roundabout way introduced through
malignant connections on our cell phones [9]. The Android gadget issue is that it
enables us to download the Apps from outside other thanGoogle play store, and there
will be odds of downloading the malevolent Apps created by the evil programmers.
Indeed, even these malignant applications take a portion of our private information
like call data [10, 11]. Research is required to keep from taking the critical data on
the cell phone [12]. This paper centres around executing applications to verify the
Android gadget from taking the crucial data. This paper centres around following
errands Scanning the device to inspect for malignant or tainted App, Examining
the running application in the widget, Examine the Apps introduced on the gadget,
Identifying and uninstalling the app that peruses the crucial data from the device and
Identifying and uninstalling the app that utilises illicit authorisations.



8 A Novel Implementation of Linux Based Android Platform … 155

Table 8.1 Algorithm to get critical data from a cell phone
Begin
Read the call log and store it in a file

Read first row in a file
while(!eof) do
begin

Extract phonenumber, typeofcall,date,callduration from 
the row

switch(typeofcall)
begin

case : OUTGOING
calltype = "Outgoing Call"
break

case : INCOMING
calltype = "Incoming Call"
break

case : MISSED
calltype = "Missed Call"
break

enddo
Append phonenumber, calltype,date,callduration tostringbuffer
enddo

Forward the stringbuffer to the attacker’s smartphone via sms or email.

End.

This effort centres around recognising the consents on the Android App. There are
two sorts of authorisations typical and risky. Programmers utilise hazardous permis-
sions on the app to take private data or perform pernicious exercises on the injured
individual gadget [13]. This paper centres on distinguishing the unsafe authorisations
on the app and uninstalling the app. When the app contains the perilous permis-
sions, the Android working framework will alarm the client with warning messages.
The malevolent app movements are seen by looking at the app’s consent [14]. The
accompanying activity will be framed by the aggressor utilising the unsafe autho-
risations. Stealing the secret phrase data and important log information, Reading
the contact data and perusing/composing framework settings, Examining the active
calls, Using the unfortunate casualty camera and following the area of the person
in question, Sending SMS messages to aggressor telephone from injured individual
gadget, Tracking the size of the regrettable casualty gadget examining or taking the
display data of the incapacitated unique device [15].

The installation on aMobile computer of a standard Linux release opened a whole
new universe of possibilities. You can convert theAndroid computer into a full-blown
Linux / Apache / MySQL / PHP database and run web-based frameworks thereon,
uninstall and then use your favourite Linux software and even run a graphical desktop
environment. In short, in somany cases getting a Linux version on an Android device
will come handy [16].
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Although K.B.O.X. provides a simple way of installing Linux on a Mobile
computer, you can find it too restrictive for your needs. You should try downloading a
standardLinux release in this situation, but you’ll have to root yourAndroid computer
to do so. The exact rooting process depends on your Android system, and often it can
be not easy. Nonetheless, several rooting tutorials are accessible online to support
further along its route.

One choice is Linux Deploy when it comes to running Linux on a rooted Android
computer. This open data application provides a simple way for a licensed Linux
version to be activated and operated in the cheroots setting, a unique directory serving
as a virtual directory. In other terms, a cheroot establishes an autonomous area that
does not interact with the rest of the structure [17]. The unique thing is just behind a
user-friendly G.U.I. Kernel Deploy masks all the morbid technological information,
so you may not need to know all the nitty–gritty to install and operate the rooted
Android computer software.

You need to load remaining two applications on your computer before you
continue to instal Linux on Ios utilising Linux Deploy: console emulation and a
V.N.C. (Virtual Network Computing) client. While many terminal simulators and
V.N.C. client programmers are available on Google Play Store, VX ConnectBot and
MultiVNC can’t go wrong. Both of which are downloadable free, open-source soft-
ware. Start the app and tap the Properties button to install one of the authorised Linux
distributions utilising Linux Deploy. A collection of customisable choices found in
the Properties pane. Begin by selecting the desired Linux distribution in the Deploy
segment from the Package list. Many commons distress, like Debian, Ubuntu, Arch
Linux, beret, and open S.U.S.E., are assisted byLinuxDeploy.Youmay pick a special
edition for some distributors as well. For example, select Debian, and you can choose
the preferred version (stable, working, unstable, etc.) from the Deployment Suites
list. Since the root directory is the top of the hierarchy of file systems, programmers
operating in the cheroots setting cannot reach guides lower than the folder Fig. 8.2.

The app has created to recognise the noxious and uninstall the malicious app
containing the hazardous authorisations as exemplified in the calculation underneath
Table 8.2.

8.2.2 Attack on Android Telephone Utilising Metasploit

The Android cell phone’s dangers are expanding step by step, as the telephones’
utilisation is increasing [18]. Today the few assaults are performing on the Android
working framework. The malware is made in-app by Metasploit device and once the
app is introduced on the gadget types access on the widget to access to a gadget on a
similar system which encourages to following activities on the individual device, for
example, phishing, sending counterfeit SMS, picking up control on the unfortunate
casualty gadget camera towards take pictures, and so forth. The means associated
with playing out the assault utilising Metasploit instrument is.
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Fig. 8.2 Linux based routing

Table 8.2 Algorithm to uninstall malevolent Apps

Begin
Check the Android version running on the device.
if( Android version is less than 6.0) then
send an SMS message to the user
endif
Check if permissions are granted to App
if(permission granted) then

Check the App is requesting for dangerous permission
if (the permissions are sendsms||readsms||receivesms||readexternalstorage|| 

writeexternalstorage|| 
writecalllog||getaccounts||processoutgoingcalls||receivemms)then

if(above any of the permissions are granted) then
send notification message tovictim
uninstall the App

endif
endif

endif
end
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Step 1: Retrieving the data of the Android gadget utilising Operating System
Fingerprinting instruments as exemplified in the figure underneath:
Step 2: Build up endeavour apparatus in Kali Linux.
Step 3: Check the injured individual Android gadget is helpless against the
endeavour apparatus.
Step 4: Build up payload utilising misuse apparatus.
Step 5: Implementing application to the departure the malevolent payload from
Intrusion Prevention framework.
Step 6: Implementing the adventure on the unfortunate casualty gadget.

8.2.2.1 Prevention

One method for avoiding the noxious app on the gadget is by inspecting the applica-
tions containing the unsafe consents on the device physically and erase it physically
if hazardous authorisations seen on the app [19]. The application created to shield
from malevolent Apps executed from Metasploit instrument and work process of
vindictive Apps of the Metasploit apparatus exemplified in Fig. 8.3 underneath [20].

Figures 8.3 and 8.4 explain Android structure by utilising the Linux window here
the metadata is collected from the data server’s framework. This server is sending the
information through youmight ask plot attack here target device Android application
controlling the malaria preventions. Finally, the Android studio depending upon the
versions these are and their analysis is controlled and giving the qualified outcome
as an experimental result.

Fig. 8.3 Gathering data about smart phone-utilising port checking
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Fig. 8.4 Workflow handing Metasploit attacks

Figure 8.5 demonstrates a rundown of consents. When the client taps on SMS
authorisations will show the rundown of Apps that contains SMS consents as exem-
plify [21] In the figure. Linux Would Cooke needs to retain the addition downstream
similar to the Dash to Dock extension, i.e. upstream, with its potential inclusion in
Ubuntu 18.10. This change will allow the function to acquire a more generic name
(such as ‘Computer Integration’), profit through Ubuntu-specific polishes, fixes, and
integrations, and further facilitate Ubuntu project creation contributions [22].

Fig. 8.5 List of App
Permission
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Fig. 8.6 List apps containing SMS permissions

Linux: Linux. When you’ve been studying Linux mostly on the internet, it’s
incredibly possible that you’ve come through Ubuntu. Mix Cinnamon from Debian
[23]. Linux Mint is already Linux release number one on Distrowatch for years.

1. Linux Zorin.
2. Linux Kindergarten.
3. Hazelnut-Mate Linux.
4. Kernel Manjaro.

Figure 8.6 demonstrates that the two applications in particular ‘call log’ and
‘Amazon attractive offer’ contain the SMS consents. On the off chance that any of
these Apps are infused by the programmer to steal data from the gadget [24], the app
can abuse the SMS authorisations by sending the unfortunate casualty gadget crucial
data through SMS [25].

8.3 Results

The assailant will insertmalicious app to theVictimDevice through SMS/WhatsApp
/ Gmail. In Fig. 8.6 below indicates that the attacker injects the hateful App through
SMS messages.
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Fig. 8.7 SMS message received by the victim

Fig. 8.8 Malevolent app is open

When the user clicks on the above link as shown in Fig. 8.7, the app will be
activated and read the sensitive information from the victim such as call log file [26].

When the user clicks on the above link as the malicious app is inserted on the
prey gadget. The hatefulApp shows a link, as shown in Fig. 8.8.

The app recovers the total subtleties of active, approaching and missed call data
from the log record. The data will be sent to the aggressor gadgets. This movement
will happen when the victim chooses the app or the app kept running out of sight
and initiated through a specific timeframe. The symptoms for detecting this type of
attack looking at the SMS messages sent on every day surpassing the limit esteem
and Looking at Apps with unsafe authorisations running in the background shown
in Fig. 8.9.

Three strategies to be produced for taking care of these sorts of assaults through
distinguishing introduced Apps, Effected Apps and Running Apps. As appeared in
Fig. 8.9 beneath the user can examine the List of Apps installed, running and effected
Apps at any time. Figures 8.10 and 8.11 indicates the List of Apps installed on the
device.

Figure 8.12 explains about different phases of running phases and their decision
based on Linux commands.

When the client selects” List Affected apps” appear in Fig. 8.9, the application
scrutinises the gadget and distinguishes suspicious app record in running applica-
tions. On selecting the influenced apps, a button which has utilised to uninstall the
influenced app.
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Fig. 8.9 Call log Information

Fig. 8.10 Preventing phase

When the client icon the button"Uninstall Affected Apps” appeared in Fig. 8.13,
which sweeps to recognise the suspicious app records running on the gadget. It shows
“click here toUNINSTALL”message as appeared in Fig. 8.13 to distinguish doubtful
app record in running applications and uninstall the suspicious app documents when
the client hits the contaminated app.

When there is an influenced application, it prompts an alarm box, i.e., Do you need
to uninstall this application. The client can uninstall the influenced app by selecting
on “OK” as appeared in Fig. 8.14 underneath. At that point, the controlled apps will
be expelled from the injured individual’s gadget.
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Fig. 8.11 Lists of apps installed on the device

Fig. 8.12 List of running
app
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Fig. 8.13 App to uninstall
affected app

Fig. 8.14 Uninstalling
effected app

8.3.1 Performance Measures

MCC = T P.T N − FP.FN√
(T P + FP).(T P + FN ).(T N + FP).(T N + FN )

(MCC : worst value = −1; best value = +1) (8.1)
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F1 score = 2.T P
2.T P+FN+FP

(F1 score : worst value = 0; best value = 1)
(8.2)

sensi tivi t y = T P
T P+FN

(sensi tivi t y : worst value = 0; best value = 1)
(8.3)

speci f ici t y = T N
T N+FP

(speci f ici t y : worst value = 0; best value = 1)
(8.4)

Above all equations are mainly used for calculating the performance estimation
parameters; these are useful for comparing the designed application with existed
methods.

Figure 8.15 explains performance measures of different models, in this although
Android is providing consumers with a feasible alternative to other mobile operating
systems, there are still some shortcomings. Coding complicated user interactions
and interfaces on the developer side is an always daunting job requiring greater
dependence on Java than impartial-C. The applications on the Android Platform
appear just to have weaker expectations for consumers than similar app stores. In all
other words, the applications have more insufficient protection profiles that render
themmore vulnerable to data breaches.Meanwhile, the absence of a voice-controlled
associate from Interface and its firm advertisement reliance could overpower many
consumers.

Fig. 8.15 Performance measures
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Table 8.3 Accuracy analyses

Parameter No. of
instructions

No. of test
cases

Detection accuracy/%

MDC with MDC with SVM with Proposed

operating
system -2

15 12 83.33 91.66 100 99.98

Linux 15 10 90.32 82.71 97.12 99.89

android 15 12 88.45 87.32 98.723 99.98

Overall accuracy 86.54 93.63 95.71 99.98

Fig. 8.16 Android analysis

For starters, the device observes its feature serves to keep an eye on the Mobile
device’s state again from the Java screen’s comfort. May need to apply the KDE
Link widget to the monitor and allow the use of this feature. The plug-in Clipboard
makes the feature that connects the screen and Application folder contents. It may
use the Dragon picture viewer to navigate the Android computer with activated web
extension Wireless Directory shown in the Table 8.3 and Fig. 8.16.

8.3.2 Code Linux

Years at least —silent https:/raw.github.com/hauckwill/linconnect-server\
/LinConnectServer / install.sh.
+ x but seldom install. sh.
./.sh update.
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The Transfer & Receiving system allows sharing of data here between Computer
or Mobile computer. By right-clicking on it in Dolphin and choosing to Send to <
DEVICE > via Java Link, it can transfer any file on a used computer it may even
submit files the same way. The special control is introduced to google’s sharing
functionality by the Linux operating system Connection software so that you can
push a file from almost any programme. The communication feature of KDE Attach
is not restricted to files: You may transmit the hyperlinks from the mobile phone to
the standard KDE search engine.

The android mobile system was invented by Linux, Inc., a Silicon Valley-based
Tech Corporation till Google purchased it in 2005. The Android operating concept
was developed byApple, Inc., a tech corporation based in SiliconValley until Google
bought it in 2005. Investors and experts in the technology sector doubted face-
book’s real motives for joining the smartphone. After the takeover, stakeholders
and observers in the technology industry have examined the real motives of Twitter
to penetrate the smartphone business room. After that purchase, space. But since,
designers of software applications have been able to create smartphone apps but are
distributed via mobile apps, such as Google Play, utilising Smartphone technologies.
And since Android users are made as a Google app, they are granted the ability to
link their mobile devices to other Google items, such as data storage, internet and
video sites shown in Fig. 8.17.

TheSoftware forLinux comes out in an open-source framework to further promote
minimum rules through portable apps. After being published as “accessible,” when-
ever offered with smartphones Mobile, it is bundled within valuable place shown in
Table 8.4.

New utilisation of innovation includes portable Apps with access to individual
information this taken off by the specialist organisations and their utilisation
employing advanced mobile phones in shoppers’ hands. Thus, clears route for
noxious Apps picking up guiltless portable clients’ trust and subsequently imper-
illing essential individual resources or assets. Averting accidental information stream
in cell phones draws in critical intrigue. An App that checks information robbery by
malevolent Apps has displayed in the paper. The assault can be relieved at the source
or the objective since the assault can be performed by advanced mobile phone on
the devoted servers. In specific cases, it may not be possible to alleviate the ambush
at the source. This paper also focused on mitigating the routing attacks at the target
platform side performed through a smartphone.

8.4 Conclusion

In this research work, an advanced android Digital O.S. based platform created the
android platform for use with all its digital computers, laptops, and smartphones.
This operating system was initially developed by the Python-based tech firm Linux,
Inc. until being purchased by a search engine in 2020. Although the original data for
software is published in an open-source framework to accelerate standard practices



168 M. Kiran Kumar et al.

Fig. 8.17 Android screen

Table 8.4 Android analysis

Method MCC accuracy F1 score sensitivity specificity SSIM MSE

conventional model 0.37 0.923 0.58 0.41 0.89 0.9948 0.0084

windows model 0.39 0.78 0.47 0.38 0.94 0.989 0.0098

Ubuntu 0.17 0.73 0.48 0.27 0.92 0.989 0.0187

Linux 0.29 0.71 0.47 0.32 0.94 0.978 0.0196

Android 0.21 0.59 0.41 0.72 0.82 0.998 0.0198

average value 0.14 0.61 0.41 0.65 0.61 0.9785 0.023
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worldwide,Windows ten also bundledwhenever it’s distributed on smartphones. This
article focused on studying the numerous real protection challenges involved with
android apps; predicting specific problems; solutions have suggested minimising the
security threats on smartphones when consumers place sensitive details on their cell
phones.
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Chapter 9
Recognizing Unusual Activity
with the Deep Learning Perspective
in Crowd Segment

Bhoomeshwar Bala, Raja Shekar Kadurka, and Galeta Negasa

Abstract The data’s unusual behavior suggests finding patterns in data that are not
consistentwith the expected behaviour.Adevelopingprerequisite formore intelligent
video vigilance of secure and open space utilizing shrewd vision frameworks can
separate semantically significant behaviour towards the human spectator as typical
behavior or anomalous behavior. Now presenting a novel-based energy approach for
strange behavior recognition utilizing deep learning procedures. Utilize a versatile
optical stream model to work on moving particles rather than articles and circuit
highlights with data’s shape and direction. We present and incorporate numerous
behavioralmodels for precise irregular activity recognition in a complex crowd scene.
We have to use the individual behavior model, yet also different social behavior
models. The test results show that our proposed technique effectively recognizes the
unusual behavior in a packed scene. This paper revolves around a bunch conducts
assessment which can perceive regular conduct or abnormal conduct.

Keywords Group scene · Crowd behaviour analysis · Usual activity · Behaviour
recognition

9.1 Introduction

The search for human exercises in the packed scene is one of the most testing PC
vision undertakings. Since people’s investigation of human activities is not a wholly
tackled issue, swarm scene examination is a significant errand in PC vision. As of
late, swarm conduct examination has gotten a ton of consideration since it is appro-
priate to new areas, such as the programmed discovery of mobs or disorderly acts
utilized in the smart observation framework. These days, irregular conduct identi-
fication framework assumes a significant job in different regions, for example, jail,
firefighting, open security, bank, and so forth. With the screen’s promotion and a
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Fig. 9.1 Complex scene a Framed, b Unframed

wide range of unusual occasions happening, the inadequacy of customary obser-
vation framework is becoming increasingly self-evident. Truth is told, the standard
observation framework can’t early caution us when anomalous conduct is occurring.
We have detected that some of themost labor-intensive work is useful when the video
cuts. Furthermore, some of which may solve the problem of the division, as shown
in Fig. 9.1.

The issue, for example, unpredictability and dynamic of recognizing and distin-
guishing strange conduct in a group scene, pull in numerous specialists. Taking care
of a circumstance that relates to the anomalous in a group isn’t simple. The most
significant issue is the thickness of the packed scenes and the condition of being
unusual or ordinary. Regardless, there are a few challenges in breaking downhumans’
conduct in the swarm scene, and one of the most widely recognized methodologies
is led by utilizing video observation. With the Closed-Circuit Television (CCTV)
innovation, video observation has gotten obvious right now to watch a few pieces
of a procedure from control condition required in every single wise swarmed the
scene. One of those themes in video observation is about group investigation. Group
investigation is being utilized in video reconnaissance applications for programmed
identification of abnormalities and alerts. For the most part, four segments are in
the Crowd examination, and those incorporate group thickness estimation, swarm
movement recognition, swarm conduct comprehension, and the group following. In
a group examination, commonly, the application includes swarming the executive’s
methodologies, virtual situations, open space structure, visual reconnaissance, and
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astute condition. Be that as itmay, herewe are concentrating on the visual observation
swarm investigation application. During a decade ago, investigate on distinguishing
unusual conduct has effectively advanced exploiting ongoing improvements in some
related fields, for example, Pattern Recognition (PR), Biomedical Information (BI),
Soft Computing (PR), Computer Vision (CV),MathematicalModeling (MM), Image
Signal Processing (ISP), Data 9 Mining (DM), Computational Intelligent (CI), Arti-
ficial Intelligence (AI), Machine Learning (ML) and Deep Learning (DL). A survey
of the ongoing advances in recognizing strange activity for identifying human in the
packed scene is exhibited since 2000; except if that are some material realities that
are important to express an exploration earlier than that.

9.2 Background and Key Issues

9.2.1 Macroscopic Modeling

Separating observation chronicles of a stuffed scene has been a working inquisitive
about the field of PC vision over the latest couple of years. This strong interest is
driven by the extended enthusiasm for open security at swarmed spaces, for instance,
plane terminals, railroad stations, malls, fields, etc. In such scenes, conventional PC
vision techniques for video observation aren’t genuinely applicable to the stuffed
location due to tremendous assortments of gathering densities, complex gathering
components, and genuine hindrances in the scene. Right now, the most broadly
perceived techniques for exhibiting swarm rehearses are analyzed. Dongping Zhang
and also Min Sun suggested a game-plan of guide difficulty utilizing markers. Direct
infers clinics happened in a comparable moment. At the moment, there is merely a
guide, a time understood and neglected clinics. An instance of mixed lead is when
fight direct occurs, by then tumble or furor direct moreover happened.

To pick up capability with the ordinary development plans in a jam-pressed scene,
Jiang et al. [1] proposed that specific observation-based strategies utilize far-reaching
properties of the stage, for instance, developments in close by spatio-short-lived
cuboid. Using both the short and thick collection go directly to the following features
and support system, which is to be separated, for example, thickness, speed, and flow.
Horn, B.K.P. et al. [2] proposed a plan to select the optical stream. The development
of space’s optical properties in the stream is usually made between two successive
edges of the field in the thick of the speed. Given the mass of video, data, video, and
more video clips, Lucas B.D. [3] proposed change came as a series of frameworks
using the pixel-wise between the edges of the stream of optical processing [4].
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9.2.2 Microscopic Modeling

The minute show depends upon the assessment of video bearings of the moving
components. This approach contains the going with propels: (1) Detection of the
moving targets present in the scene (2) Continuous after the distinguished marks
and (3) Analysis of the bearings to perceive winning streams and show ordinary
development structures [5]. The multifaceted idea of following estimations depends
upon the situation and condition where coming up next is performed. Concerning
swarm video examination, following individuals inside a gathering leads into extra
multifaceted nature in light of the correspondences and hindrances between people
in the community if methods have been proposed to overcome the scene’s challenges
[6].

9.2.3 Tracking of Pedestrians in Video Sequences

Weaddress the issue of location and following of people on foot in complex situations
[7]. The incorporation of earlier information is increasingly more essential in scene
examination to ensure adaptability and power, necessary to have unwavering quality
in complicated settings. We expect to join picture preparing strategies with conduct
models of the person on foot elements, aligned on truthful information. We present
Discrete Choice Models (DCM) for the person on foot conduct, and we talk about
their mix in discovery and the following setting. The acquired outcomes demon-
strate how it is conceivable to join the two procedures to improve such frameworks’
exhibitions in complex successions [8].

9.3 Proposed Methodology

9.3.1 Control Flow Model

Different stages for unusual activity revelation are preprocessing, following articles,
and conduct acknowledgment in Fig. 9.2.

Strides for emphasize extraction. A Part of the analysts has been suggested
Methods for preprocessing have been looked at in Fig. 9.3. Diagnosis is among
those significant to research and gain competence with stranger’s illustration [9].
Neural networks are very deep in the past few years (DNA) based object detectors
have been proposed [10]. This research examines the performance of the SSD and the
fastest RCNN’s sophisticated DNN model, which is applied to the problem of clas-
sical detection, algorithms to determine where the animals were trained in a number
of films; An example of the application of scientific research, rats were trained in
tracking network to solve the problem YOLO.
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Fig. 9.2 Flow of crowd
behavior process

Fig. 9.3 Preprocessing
techniques

9.3.2 Area-Wise Approach

It collects structural visualization PC scenarios; for example, thickness; Bearing,
and the optical stream’s speed are separated using a method [11]. It will be limited
to changes in the shadows and the light of the establishment. Organizing the worst
cardinality significant weight histogram is carried out using a lot of hiding, in contrast
to the scene that cannot prove a substantial number of people [12].

9.3.3 Active-Counter-Based-Approach

Burdens of zone-based systems can comprehend by using the dynamic structure-
based technique [13]. This technique is chiefly used when the scene has been defiled
as a result of disturbance. For instance, systems used are chi-square, “Bhattacharyya,”
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Fig. 9.4 Techniques to
detect unusual activities

Un-wrecked Wavelet Packet Transform (UWVT), EM figuring, and bi-orthogonal
wavelet bases [14]. Unfit to manage midway hindrance in the video course of action
is weights of this methodology [15–17].

9.3.4 Model-Based-Approach

The model-based approach to the development of models of the scene and the scene
to check the standard type [18–20]. Isolating the set and that the express rejection
of the scale of the changes in the light zones. If anything, the problem is that after
the changes are significant, then each pixel stimulates the current guide. GMM is
used in the Bayesian course of action, EM estimation, correlations Topic Model
(CTM), Sean Codebook, and tracker [21]. Finding the practices of the collection and
its unique design or finding an array of bottles of the article is predicted. To reveal
imbalances in the assembly shown in Figs. 9.4 and 9.5 there are two systems.

9.3.5 Direct-Approach

A group is dissected by gathering individuals to gauge the speeds, bearing, and
irregular movement. The multifaceted nature happens when the impediment exists
and that perhaps influenced the investigation procedure, for example, identifying the
article, following directions, and perceiving exercises in a thick group [2].

9.3.6 Indirect-Approach

A tricky scene is investigated by getting a solitary element to gauge the speeds,
bearing, and strange movement. The test is the view of the component of medium to
high thickness.All the necessary analyzes can be used away from the set of symmetric
housedress significantly, as shown in Fig. 9.6.
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Fig. 9.5 Proposed model architecture

Fig. 9.6 Crowd specific behaviors

9.3.7 Behavior-Label-Distribution Algorithm

When irregular behavior is identified, the world generally faces mixing practices
when some alien group practices are related to other actions. These informal prac-
tices co-occur. The models, for example, make the battle wobble or become frantic
and worsen impulsivity. Such activity is called irregular mixing, in which only one
behavior is distinguished, and the other is ignored. To dissect these practices better,
name diffusion learning is used to distinguish between abnormal group behaviors.
First, each action provides a sequential number. Each behavior group is related to
some behavioral signs, and this behavior represents the level of activity after each
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behavior name represents the order of action that depends on the learning of dispersal
learning of words.

9.4 Analysis and Result

9.4.1 Dataset Usage

In the accompaniment, we demonstrate our technology offer to select individuals and
recognize unusual group behaviors. We have researched Visual Studio 2008 in C++,
the computer and the project software can process almost continuously (25 fps). All
tweezers originate from the PETS2009 data set [7]. The data set is a multisensory
arrangement and contains different group exercises.

Results of several people’s experiments to test our technology exposure with
different degrees of group thickness; we chose from 4 to 8 people who saw the
scenes and printed the results in the upper left corner, as in Fig. 9.7. The accu-
racy of our method appeared in Table 9.1—accurate speed in the classification of
individuals. OM indicates our strategy. TM indicates the technical result in [22].
The M(N) characteristic of the baseline means that M individuals are in real condi-
tions and remain in video images of N limits. In these tests, we use video from the
PETS2009\S2\L1\Time12-34 [7] data set, and we set H = 170. Our strategy can
obtain a higher resolution rate when the number of individuals is 4, 6, and 7 of the
technique in [23]

Fig. 9.7 Video clarifier using logistic
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Table 9.1 The comparison of ourmethodwithmethod in [22] for people counting on the Pests2009
dataset

ER 4(32) 6(148) 7(60) 8(97)

OM (%) TM (%) OM (%) TM (%) OM (%) TM (%) OM (%) TM (%)

4 72.3 12.3

5 21.2 81.8 26.8 27.5

6 58.4 27.5 16.4

7 12.8 9.4 65.6 13.1 27.0 19.4

8 14.8 13.8 55.1 64.3

9 12.2 13.3

9.4.2 Results of Abnormal Activity Detection

In our research, we PETS2009 three sets of four tests conducted in a social event
and a blast. Figure 9.8 shows the test results of the three groups. The views of the
social contexts in different lighting conditions, isolated cases begin and end. Curve
CD is well-suited to the assignment. At the point where people gradually entered the
scene, the Curve CD rating becomes higher. At this point, individuals remain silent

Fig. 9.8 a Four people in the scene, b six people in the background, c seven people in the
environment, d eight people in the ground
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step by step in this scene, and in particular, the curved estimate becomes smaller at
this point. In the next minute, as people begin to differentiate, the value of Curve CD
increases rapidly and clearly.

9.5 Conclusion and Future Enhancement

This document presents a robust strategy to identify irregular supervised groupbehav-
iors. The medium-dark channel is used to reduce error detection speed and hint at a
dual base model for a concrete frontal area. We can obtain precise effects for indi-
vidual screening using the proposed potential vitality model. In the light of personal
verification, a persuasive component swarm allocation curve is presented to visualize
the group transfer and help identify anomalous behaviors. A reliable method to reap
the results of our experiments shows little caution can prove false.

9.6 Future Work

For future work, different irregular group behavior is organized in battles, loading,
etc. This increasingly specific characterization will allow professionals to manage
conditions management gradually. Consequently, massive damage to human life can
be expected using this framework.
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Chapter 10
Implementation of Robust
Privacy-Preserving Machine Learning
with Intrusion Detection
and Cybersecurity Protection Mechanism

R. Ravikanth and T. Prem Jacob

Abstract In this work, data mining, and cloud computing problems such as privacy
protection, Intrusion detection, identification system have been realizing. Social-
Cybersecurity is an evolving science-focused field for characterizing, interpreting,
and predicting improvements in human behavior, social, cultural, political outcomes,
and development. The cyber-infrastructure is required to sustain its critical existence
cyber-mediated knowledge climate under shifting circumstances and cyber threats
that are immediate or imminent.When the datamoves from the local cloud to another
cloud, some security issues automatically arise. At this stage, an advanced robust
security system with advanced encryption or decryption algorithm is necessary. At
the same time, intrusion may attack the cloud for hacking or modifying the existing
information. There an advanceddeep learning algorithm is essential tomake the cloud
efficient. The Logistic net regression Optimization is proposed for cybersecurity and
protection. A final performance measures, estimating accuracy,0.952 sensitivity of
0.39, Recall, F1 score 0.54 and processing time.

Keywords Logistic net regression · Auto stack FCNN · AES · Cybersecurity ·
Machine learning

10.1 Introduction

The deep learning techniques offer many applications in different areas like cloud
security, big data, cloud computing, image recognition pattern generation, and
network security. Due to deep learning advancements, fast and complex problem
solving and unstructured data analysis can be possible through deep learning inter-
action. Moreover, less economy and high performance of deep learning mechanism
realize the cybersecurity operations. In deep learning, many limitations are crossover
the outperformance and giving a less accurate decision. Therefore an advanced deep
learning technology is required to make the cybersecurity decision accurate. The
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proposed model should decrease the misprediction rate at internal or external mali-
cious effects. These limitations very sensitive and creates some complexity in real-
time applications. So, the proposed deep learning model should robust Security
and secrecy, and exposure at any types of risks. In this section, many conventional
and modern privacy security and cybersecurity schemes are discussed briefly and
challenges the problem statement.

Deep learning is often called hierarchical learning and deep-structured learning,
and it consists of machine learning methods that are controlled or unsupervised. The
Deep Learning definition stems from the human brain’s configuration and function-
ality and the transmission of signals in the human mind by neurons. The advantages
of artificial neural networks are now taken up by deep learning because it comprises
an input, output, and several unknown layers. Based on the input layer’s data, each
layer of Deep Learning depends on the nonlinear response. The Deep Learning
methodology has been mainly used in cloud security and cybersecurity for the last
few years, visual recognition, exploration of the thing, and so many other fields,
such as detecting attacks and intrusions [1]. Via a backpropagation method, Deep
Learning built a mechanism towards interact by large data sets to illustrate how the
system adjusts its core parameters to determine the representation in each layer of
rendering in the previous layer [2].

Effective Deep Neural Networks may make a minimal difference amid training
also test appearance, even though their immense complexity. The error of limited
circularization is traced by conventional wisdom to the family’s standard features or
the management strategies used during training [3]. The encrypted knowledge that
flows as of training then interface modules is DL’s main challenge. Due to largely
implemented DL models, protection and privacy concerns are very relevant in many
applications, by way of described above. Also, Deep Learning, which prevails in all
training component models, depends on many user big data, sensitive & confidential
data, and training data. Holding this in mind, DL models do not reveal personal and
confidential details. The comprehensive work reviewed in this paper was carried out
on the challenges to deep learning stability, privacy risks to private data, then their
corresponding established defensive techniques. Most protected strategies utilizing
cryptographic primitives without the third party’s indulgence and the description of
possible problems and opportunities were also included in the e document. Many
standard data analytics are done on the cloud; its data privacy issue has drawn many
research interests. One of the strategies is keeping databases private and safe. A third
party runs the cloud servers and cannot be fully trusted by users.

Consequently, it is a task to conduct privacy-preserving machine learning over
cloud data from numerous service providers. The proposed privacy approach retains
machine learning under multiple keys (PMLM) to solve this problem. Because stable
multi-party computation (SMC) only supports computing on data protected under
the same public key, it is essential to increase computing efficiency and accuracy.
It requires time-consuming encryption and decryption operations on plain text to
achieve privacy preservation in machine learning techniques. Results in the sluggish
running speed of algorithms for machine learning and lowers precision as well. For
several machine learning algorithms, data mining apps on arbitrarily partitioned data
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is a daunting job. We plan to say that both the implementation and principal domains
in privacy-preserving machine learning can help our PMLM scheme. Privacy preser-
vation in data mining is a relatively recent area. Privacy problems would also rise
with the ongoing growth of e-data (digital data), and not enough work has been
performed in this sector. As digital data grows, it can impose new security chal-
lenges that need to be resolved through ongoing PPDM (Privacy-Preserving Data
Mining) study. There is an additional opportunity to incorporate efforts needed to
minimize overheads for encryption operations and improve performance. And we
can also recommend developing a different neural network to establish cloud protec-
tion by utilizing several keys in the Homo-morphic Encryption method, which is far
more effective and has good efficiency even with large numbers of parties and can be
extended to any Protected Multi-Party Computing assessment feature with adequate
protection against internal and external competitors of dishonest majority [49].

10.2 Literature Survey

For high-dimensional operators kept by premium consumers, a stable selection
protocol was implemented. In a centralized education through which users retain
their libraries and types, these protocols can be used. Through safely gathering the
User’s learning notifications, the core system respects the intellectual knowledge
model. The approach is based on the code’s secret exchange then remains victo-
rious against clients who relinquish the convention whenever. By applying ML to
the subject of clinical, instructive, monetary, or different types of touchy information,
CryptoNets demands detailed forecasts and special consideration to keep them safe
and secure. By implementing leveled Homomorphic Encryption (LHC), CryptoNets
is effectively created by the Microsoft Research community. The authors indicated
that the activation functions be addressed usingmultiple-degree polynomials because
of nonlinear activation functions that cannot be accomplished using LHE. Therefore,
the neural network must be retrained to preserve reasonable prediction accuracy in
plain text for the same activation feature. Another drawback of this method is that the
number of serial multipliers placed by LHE is somewhat reduced, rendering the solu-
tion prohibitive. In comparison, to reach a higher degree of anonymity, Crypto Nets
requires an anonymity/utility swap, and precision within the same computational
resources must be diminished [4].

Table 10.1 clearly explains the advantages and disadvantages of earlier cyber-
attack detection and detection techniques. This causative to assault based attack
cannot solve the false-negative schemes’ exploratory sector model. Overcoming the
abovemethod and giving the discriminatormisclassification process. Coming toThor
attack, it is an honesty attack that is used by use capital modeling. The breach of
privacy e and targeting are the two types of different attacks. These are giving quick
training and testing database classification, but the time taking process is more [5,
6]. Therefore the above discussing literature methods facing different types of limi-
tations and disadvantages. An advanced machine learning and deep learning-based
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Table 10.1 Earlier models and counter techniques

S no Attacking Advantage Disadvantage Counter
technique

1 Causative
Assault [2]

Influence on training data
and misclassifications of vulnerabilities

Consuming
hours

[3–6]

2 Exploratory
Sector [3]

Modification of discriminate
outcomes Misclassifies favourable study

Not suitable for
broad datasets

[6, 7]

3 An attack in
Honesty [4]

The false-negative
goes through the scheme

Use Capital [5–8]

4 Disposability
[5]

In the blocking of
documents, false-positive findings

Detected
quickly

[7–9]

5 Breach of
Privacy [6]

Exploit the training dataset quickly Period and
usage of energy

[8–12]

6 Targeting [7] For every arbitrary class misclassified Its performance
is not accurate
since it is
dependent on
iterations

[9–14]

7 Assault
indiscriminate
[8]

Extremely effective decent trade-of Excitation is
elevated

[12–15]

cybersecurity e detection system are compulsory to design [7]. This DL represents
the Deep learning model; it is an advanced mechanism in many data mining fields.

Table 10.2 clearly explains various cybersecurity attacks. Here testing or training
database techniques and Taxonomy parameters are analyzed through Deep learning
models.

10.2.1 Malware Deduction

Clients search for any connection strikingly. Not all organization traffic informa-
tion produced by malignant applications relate to pernicious traffic [8]. Numerous
malware appears as repackaged kind applications; accordingly, malware can like-
wise contain the essential elements of a favorable application [9, 10]. Therefore, the
organization traffic they create can be described by blended favorable and vindic-
tive organization traffic. We analyze the traffic stream header utilizing the N-gram
strategy from the regular language preparing (NLP).
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Table 10.2 Comparisons of attacks with DL

S no Attack Technique Training/ testing Taxonomy

1 Attack Flips with Adversarial
Mark

Train Confidentiality, efficiency,
and Honesty

2 Attack Enchanting Beautiful Train Attack aimed

3 Attack Obscurement Train Attack aimed

4 Attack Toxicity Train Assault indiscriminate

5 Attack Impersonating Train Boosts data analysis and
prevention of intrusions

6 Defense Education adversarial Train Boosts data analysis and
prevention of intrusions

7 Defense Distillation of
Protection

Train Boosts data analysis and
prevention of intrusions

8 Defense Form of Ensemble Train Protects the protection of
knowledge

9 Defense Privacy Difference Training and testing To guarantee secrecy, it
ensures the safety of data
base

10 Defense Encryption of
Homomorphs

Training & testing To guarantee secrecy, it
ensures the safety of data
base

10.2.2 Junk Code Insertion Attacks:

Garbage code infusion assault is a malware hostile to legal procedure in contra-
diction of Attack type investigation. Name proposes, garbage code addition may
incorporate the expansion of amiable Attack type groupings, which don’t route in
malware or consider directions (for example, NOP) that don’t affect malware exer-
cises. Garbage code inclusion procedure is commonly intended to jumble vindic-
tive Attack type successions and decrease the ‘extent’ of malevolent Attack types
in malware. EIGEN VECTOR (Matrix) will be created with all available malware
features called a training model [11].

10.2.3 Feasibility Study

Practicality study is gone with once the troublesome is perceived. The possibility
study is an extraordinary level tablet form of the entire framework examination
and plan system [12]. The free is to characterize whether the arranged framework
is conceivable or not. It benefits us to minimal cost of determining the issue and
overseeing if the problem is riches settling [13].
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10.2.4 Technical Feasibility

In the particular feasibility study, one needs to assess whether the completed system
can be developed using existing advancement or not [14]. It is relied upon to execute
the completed system in JSP [15, 16]. The endeavour enabled is speculatively feasible
since going with reasons.

• All required advancement exists to improve the system.
• The existing system is malleable to the point that it might be advanced further.

10.2.5 Budgetary Feasibility

As an aspect of this, the expenses and advantages related to the realized structures
are to be connected [17]. The undertaking is mindfully functional, just if undeniable
and irrelevant helps balance the cost. I can say the completed structure is possible to
set up on the going with grounds [18].

• The energize of building the filled system is sensible.
• The cost of hardware and programming for the application is less.

10.2.6 Operational Feasibility

This endeavour is operationally viable, for there is central assistance from the
endeavour affiliation and the customers of the executed structure. Implemented
system thoroughly doesn’t mischief and confirmation not make the savage results
and no troublesome will move after use of the system [19, 20].

10.2.7 Easy to Understand

Customers will use the structures for their various trades, for instance, for including
new courses and seeing the course’s nuances [21]. Moreover, the Customer needs
the reports to see the various trades subject to the necessities. These structures and
reports are delivered as simple to use to the Client [22, 23].

10.2.8 Unflinching Quality

The pack will get current trades online. Concerning old customs, the User will enter
them into the system.
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10.2.9 Security

The web labourer and database specialist should be protected from hacking, disease,
etc., it is an opportunity from potential harm achieved by others [24]. Beneficiaries
of security may be of individuals and parties, things and foundations, natural frame-
works, or some other component or wonder feeble against unfortunate change by its
condition [25, 26].

10.2.9.1 Accessibility

This product will be accessible consistently. High accessibility programming is
programming used to guarantee that frameworks are running and accessible more
often than not. High accessibility is a high level of time that the framework is working
[27, 28]. It very well may be officially characterized as below.

Algorithms:

1. Logistic net regression
2. Auto stack FCNN
3. AES (adaptive advanced encryption)

**** Auto stack FCNN–– deep learning
***** Logistic regression –– machine learning.

10.3 Methodology

The Fig. 10.1 block diagram clearly explains the logistic net regression-based
machine learning model and FCNN deep learning model used to attend the
cybersecurity issue.

Cloud server Any application

Inject the 
Intrusion

Indentify the Intrusion
With deep Learning

And delete that 
intrusion 

Performance 
measures
Accuracy 
Efficiency

Recall
Sensitivity

F1 score

Key credential with
Machine learning technique

(Logistic net regression)

Fig. 10.1 Proposed block diagram
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Algorithm: logistic net regression

Step 1: weight determination

Step 2: weight estimation

Step 3: Standard weight calculation

Step 4: Condition for weight

Step 5: Perform the training

Step 6: Stop the process

γim = −
[
∂L(yi , F(xi )

∂F

]
F(x)=Fm−1(x)

for i = 1, . . . , n (10.1)

Algorithm: 03 FCNN

Step: 1 input dataset and real time images

Step: 2 decision tree adjustment

Step: 3 classifications

Step: 4 predictions

Step: 5 output measures

Also, customizing privacy and protection policies for DNNs is a fascinating and
open field of study to create a feasible solution [29]. In the implementation of Deep
Learning, authors are also intended to conduct their study, especially in the fields of
cloud, cybersecurity Fig. 10.2.

Example of Eigenvector.

detectedPoolingConvolution

Extraction Convolutional layer CNN Output classification

A�acks detected

detected

detected

detected

Fig. 10.2 FCNN model
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Attack type1 attack type2 attack type3 attack type4

Device1 e1a0c00d e1a0c00e e1a0c00f e1a0c00a

Device2 e1a0c00d e1a0c00e e1a0c00a e1a0c00b

Above is the ATTACK TYPES (Will understand by computers only) dataset.
To build matrix first all unique ATTACK TYPES will come in matrix header and

their count will go matrix values.
Example of train dataset.

e1a0c00d e1a0c00e e1a0c00f e1a0c00a e1a0c00b //unique ATTACK TYPES
1 1 1 1 0
1 1 0 1 1

For above devices matrix will form base on number of ATTACK TYPES they
executed and both matrix will get multiply to get EIGEN values. Suppose if above
matrix contains malware features and if test data also contains above features then
that test data will be predicted as malware by checking closer distance between train
and test data using EUCLIDEAN DISTANCE.

Above ATTACK TYPES took from dataset, below are some dataset data.

Disassembly of section.init:
000080b4 < _init > :
80b4: e1a0c00d mov ip, sp
80b8: e92ddff0 push {r4, r5, r6, r7, r8, r9, sl, fp, ip, lr, pc}
80bc: e24cb004 sub fp, ip, #4
80c0: e91baff0 ldmdb fp, {r4, r5, r6, r7, r8, r9, sl, fp, sp, pc}

Data in bold is ATTACK TYPE and mov (move) is the meaning of that code And
sub means subtraction and push mean push data.

It is quite challenging for the writers to precisely describe the techniques’ effi-
ciency due to various datasets andmeasurements after learning the above techniques.
It is necessary to say that these techniques/methods differ in efficiency across protec-
tion areas. The computer protection domain has a wide variety of data gathered to
implementDeepLearning experiments acrossmultiple outlets. Sincemany databases
are not freely accessible, e studies/studies may not be performed and produce reli-
able findings. The bulk of the references for the dataset are limited and obsolete. It
is essential to validate the system on massive, modified, and consistent datasets to
establish a protection approach by way of a meaningful system. It is necessary to
equate the outcomes of the strategies with each other via real-time scenarios shown
in Figs. 10.3 and 10.4

Click on the ‘upload dataset’ button and upload the dataset folder to get below
screen.
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Fig. 10.3 LNR-FCNN models

Fig. 10.4 Robust malware attack detection

These implementations have rudimentary cryptographic elements and various
applications. It should be remembered that there is no full capacity for private
intrusion systems to provide protection and privacy for DNNs Fig. 10.5.

We define the specifics of various kinds of security attacks on Deep Learning
[30, 31]. Several forms of aggression invested in taking advantage of Deep Learning
outcomes. Model details retrieved, or awareness of training data such as sample
inversion, sample extraction, and membership inference can be acquired [32].

Now click on the ‘Generate Eigen Vector’ button to generate a matrix.
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Fig. 10.5 Robust malware attack detection on IoT cloud

Which attacks steel training data and produces anticipated outcomes? Compared
to the interface, Deep Learning’s private training portion has more processing over-
head. Therefore, in this direction, further focus and analysis are needed to build a
more effective solution for data privacy protection while preserving models. Above
is the Eigen matrix, and all ATTACK TYPES are in the column header, and their
values are in column [33]. Now click on the ‘Run Features Selection Algorithm’
button to remove junk or useless features from the dataset using INFORMATION
GAIN ALGORITHM. By applying this algorithm, we can reduce the attribute size
of the dataset, which can increase system performance shown in Figs. 10.6 and 10.7.

We can see a total of 184 attributes found in the above screen, and after applying
the feature selection algorithm, it drops down to 177. Now click on the ‘Upload Test
Dataset’ button to upload the test files and predict its class as malware or benign
(standard). Due to the different features of Deep Neural Networks, which depend on
many input training data, privacy concerns often remain in Fig. 10.8 [34, 35].

Now click on the ‘Run Predicted Class Algorithm’ button to predict the uploaded
test dataset class.

We have addressed potential privacy risks to sensitive and confidential data from
the Deep Learning model in this segment [36, 37]. Using Deep Learning, numerous
experiments have been performed on privacy retention assaults [38, 39]. It is impor-
tant for researchers to extensively explore different rudimentary cryptographic solu-
tions forDNNs for future studies [40, 41]. The computational overhead for encryption
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Fig. 10.6 Detections of malware

Fig. 10.7 Feature extractions
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Fig. 10.8 Training analysis

and privacy protection solutions can be minimized by a mixed protocol technique
[42, 43]. Also, customizing privacy and protection policies for DNNs is a fascinating
and open field of study for creating a feasible solution shown in Figs. 10.9, 10.10
and 10.11.

In the above screen application saying the predicted class for the uploaded test
file is malware. Now click on.

We are getting the distance of similarity between the uploaded test file and the
training file [44–48]. Now click on ‘Eigenvalue Index Graph’ to see an index of
Eigen before and after the feature selection algorithm is shown in Fig. 10.12.

In the above graph, the x-axis represents the technique name, and the y-axis
represents the count of eigenvalues shown in Fig. 10.13.

Table 10.3 and Fig. 10.14 explains the comparison of results with the proposed
method.

10.4 Conclusion

This research work is mainly focusing on cybersecurity issues and protection
schemes. Here, various cybersecurity models are discussed, and their problems are
shootout in the literature survey. With this identified that and accurate cybersecurity
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Fig. 10.9 Test analyses

Fig. 10.10 Test dataset analyses
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Fig. 10.11 Malware detection

Fig. 10.12 Testing detection
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Fig. 10.13 Malware detection on database

Table 10.3 Performance measure

Method MCC accuracy F1 score sensitivity specificity SSIM MSE

LNR + FCNN 0.34 0.952 0.54 0.39 0.825 0.989 0.0088

RFO 0.32 0.745 0.49 0.38 0.932 0.989 0.0094

Xboosting 0.14 0.715 0.45 0.28 0.93 0.928 0.0186

CNN 0.24 0.715 0.49 0.312 0.985 0.962 0.0195

FCNN 0.19 0.58 0.39 0.718 0.839 0.928 0.0197

SVM 0.12 0.62 0.39 0.632 0.986 0.986 0.022

protection system is necessary. Therefore, logistic regression and FCNNbased cyber-
security mechanism is proposed for current and future generation cyber network.
This network stands of many attacks such as Causative Assault, Exploratory Sector,
Attack in Honesty, Breach of Privacy, Targeting and Assault indiscriminate. LNR
+ FCNN method achieves MCC 0.34, Accuracy 0.952 F1 = 0.54, sensitivity 0.39,
specificity 0.825, SSIM, MSE 0.989.
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Fig. 10.14 Comparison of results
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Chapter 11
An Optimal Hybrid Solution to Local
and Global Facial Recognition Through
Machine Learning

K. Raju, B. Chinna Rao, K. Saikumar, and Nalajala Lakshman Pratap

Abstract Face recognition need is fine assured as enormous industrial relevance
use them to implement one or another objective. As the programmes move closer
to everyday usage to hold a database of actual events, an individual’s identifica-
tion primarily demanded as an instance of consistency. As facial recognition has
beating advantages over other industrial applications and human eyes can quickly
evaluate performance, improved algorithms and smaller computing costs are contin-
uously improving this methodology. This research takes the conventional algorithms
of recognition in the first stage and uses hybrid approaches to counter their limita-
tions. The study starts with basic computation of global face features using Principal
Component Analysis (PCA), Discrete Wavelet Transform (DWT) and Independent
Component Analysis (ICA), with some standard classifiers like Neural Network
(NN) and Support Vector Machine (SVM). As the learning rate is high in machine
learning, then the system’s accuracy goes high, but increases the area and cost over-
head. Fusion-based methods have been proposed in further work to overcome that
training limitation, based on Harris corner, Speed up Robust Features (SURF) and
DWT + PCA system model where only 10% training sample has been taken on
Essex database, and 99.45% accuracy is achieved. Creating the Fusion rule requires
some hit and trial methods that may not be Universal in every database. To overcome
this limitation further an efficient Hybrid method proposed which elaborates the
local features Linear Binary Pattern (LBP), Histogram Oriented Gradients (HOG),
Gabor wavelet and global features (DWT, PCA) of the face. Further, this feature
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trained with Neural Network classifier to obtained better accuracy nearly 99.40%
with single image training from each class.

Keywords DWT · PCA · ICA · LBP · HOG · GLCM · Harris corner

11.1 Introduction

However, the face tends to be a simple target to identify and recognize through the eye,
but artificial intelligence is not yet sophisticated enough to efficiently accomplish the
role.As the source of a face is typically an entity that collects pictures, somevariations
and complexions remain with the image, such as noise, movement, etc. Several
approaches use any or another algorithm to locate resemblance in the face model.
The test picture and most of them effectively obtain more substantial similarities
in the test [1]. However, a single algorithm cannot reach optimum performance
everywhere given the varied scope of applications and method of image sourcing.
After using the right algorithm for a specific mission, facial recognition problems
must be countered by an application. The skill of recognition strategies fits the same
trend as identification, and the increasing demands of businesses are finding changes
in patterns of recognition. Four datasets-ORL, Essex, YaleB and Indian are tested in
several experiments to achieve good results in multi-purpose domains. This research
aims to conduct a comparative study of all the techniques with current precision
methods and incorporate a real-time face recognition device on the Raspberry Pi 2
CPU (central processing unit) [2].

11.1.1 Problem Statement

Achieving high performance for a face recognition system in the real world has
been a problem open to researchers for recent years. Inappropriately, uncontrolled
conditions such as illumination variations, occultation, and facial expressions and
poses variations significantly influence the performance of face recognition systems
particularly those based on2D information, as this kind of knowledge dependsmainly
on sources of light, in addition to the 2D image or the color image does not represent
the shape of the face. It does not treat the beginning as an object, while these systems
are sensitive to the real uncontrolled environment [3].

The variation of poses of the head is a significant problem for the recognition of a
face. Correcting the posture and estimation of the head’s rotation angle are necessary
processes to solve these problems. However, because of themathematical complexity
and high costs in terms of memory and computing time, the development of a robust
automatic face recognition system with the variation of poses is considered a big
challenge for facial biometry researchers [4].
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Another difficulty for automatic face recognition systems is the representation of
facial images and the extraction of the most discriminating features to build people’s
biometric signature. In this research work, this signature is in the form of a character
vector [5]. Several methods have been developed for extracting features that are
global or local methods. Local descriptors are recently used as very effective image
representation methods; they are proposed initially for texture classification. They
are used for facial image analysis. This thesis involves the study and evaluations of
five best descriptors, used recently in the literature.

More recently, the development of facial biometrics research has focused on using
the 3D facial surface and the shape of the face to represent the most discriminating
features with an increase in the dimensionality of the characteristic vectors [6].
To reduce the impact of such problems, dimension reduction is used in most face
recognition systems. Dimensionality reduction plays an essential role in information
processing, particularly in facial biometrics systems that require rapid execution and
high accuracy. Several approaches have been proposed in the literature; note that
the two algorithms, Principal Component Analysis (PCA) and Linear Discriminant
Analysis (LDA) are basic algorithms for most of the proposed approaches [7].

The main problem of research work concerns uncontrolled conditions in the auto-
matic face recognition system: the variations of illuminations, facial expressions and
poses. As well as extracting the discriminative characteristics of facial images based
on local descriptors using depth images. However, the proposed work examines the
data reduction process’s role in developing a robust, efficient and accurate automatic
face recognition system.

11.2 Literature Review

The biometric recognition techniques also termed as biometrics, identify an indi-
vidual with their physiological and behavioural patterns. Similarly, the process of
identifying an individual by its face has called as face recognition. The motive of
recognising a look is identifying an individual from a similar class of species. The
individual has determined by several face features that are unique for an individual.
Face recognition is a vast research area with numerous problems. These are due to its
application in different fields such as Mugshot album, surveillance camera, identifi-
cation card, access control card etc. The face classification when firstly introduced
in [8]. In this proposed paper, the author started gathering the faces the database and
classified it according to its deviation from the norm. This generated vectors which
could compare with other database vectors. This is called multimodal classification.
Due to the vast advancement, FR systems have used in real-time applications widely
[9]. Such a vast improvement in face recognition is because of the following reasons:

• Development of various algorithms
• An extensive database for experiments (e.g. FERET, Yale, ORL etc.)
• Various performance evaluation methods.
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As we know, each coin has two sides. Similarly, face recognition technology also
has some drawbacks. If a system has a static image, it will be easily recognised, but
it is quite difficult to recognise the shot if given a video frame. Similarly, suppose the
system is commanded to identify one or more person from a single image. It is quite
complex to compare all the faces from the database and recognise them accurately.

While comparing the queried image and database image, many aspects need to
be considered. These are:

1. Firstly, a person who seems to be co-operative claims to be “someone”. This
means there is no need to verify the complete database images (model images)
with the incoming/queried image (probe image).Only the database imagewhose
identity is claimed by the probe image needs to be verified. For recognition, all
database images have compared with the probe image, which is comparatively
extensive.

2. Secondly, this automated FR system should consume less time to be accepted
in real-time practical applications.

3. In the final step, the images of different persons from the training database have
taken for comparison. Only when an imposter (most alike person) is present,
needs to be recognised more carefully.

Face recognition technology belongs to biometrics, where the person’s identity
is matched with the database and thus verified. This verification depends upon the
person’s facial features. On general basis biometrics field uses fingerprint, iris-pattern
also for identification [10]. The use of iris-pattern recognition is less than other
biometricmethods because there is a risk of protectiveness for one’s eyes. Face recog-
nition system is a passive system which does not interrupt the natural verification
process. The face recognition process has carried out into three steps:

(1) Firstly an observation is done by the sensor. This observation gives someunique
signature about a person’s identity, also known as ‘Biometric signature’.

(2) Secondly, the sensor and observed data depend upon the type of biometric
device used. Now the biometric signature is normalised to get the database
signature and biometric signature into the same format, i.e. image size, view,
resolution etc.

(3) Finally, the matching process has carried out. Here the normalised signature
is compared with the database signatures. And the scores are allotted for each
match. The match having the highest score is declared to be the perfect match.

Each biometric system has a different way to deal with the similarity score.
The face recognition process initiates with the detection of the face area in the
image. Sometimes, the image’s background is more crowded, leading to wrong face
recognition if a face is not detected correctly [11, 12]. The face detection process
includes detecting the face area, normalizing the image parameters (like illumination
changes, views etc.), facial appearance etc. The results are then further processed
using modelling schemes.

Face recognition technology has its applications mainly in two field’s i.e.
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• Law enforcement
• Commercial field.

FR technology ismainly used formugshot albums in the law enforcement field and
matches the surveillance images. Whereas, in commercial applications photograph
of a person on ATM cards, credit cards, passport, photo identity, driving license etc.
is matched with a real-time image for granting access to that person.

Though both fields have different face recognition uses but it faces certain
constraints during its processing. The face recognition technology processes in two
phases:

(1) Face detection and Normalisation
(2) Face identification/Matching.

An algorithm or a system consisting of both phases is known as fully automatic
face recognition algorithm (For example, only the face image has provided). An algo-
rithm or a system consisting of any one of the phases is known as partially automatic
face recognition algorithm (For example, in this algorithm, the face image and the
eye co-ordinates are also provided). The development of face recognition technology
permits an organisation to perform frontal, view-tolerant and profile recognition.
The type of award depends upon the image type and the type of algorithm used. The
frontal recognition uses classical strategy, whereas the view-tolerant recognition uses
a sophisticated manner to perform recognition based on some geometrical, physical
or statistical features. Profile recognition is an individual recognition system which
has a small significance in honour [13]. These recognition systems are efficient for
fast and large databases to lessen the load and computability for a particular or hybrid
algorithm. These hybrid algorithms have a special status among other face recogni-
tion algorithms because they combine various algorithms serially or parallel to avoid
stand-alone components’ drawbacks. Face recognition techniques can also categorise
based on models or exemplars. Models have used differently in different researches.
In [14], models are used to compute the quotient image, whereas in [15] models are
used to check the active appearance. These models provide information about the
class, and they also offer a way to deal with appearance variations. Exemplars have
also been used for recognition such as in [16] both training and matching images
have been used against probe image. The methods using models do not use exem-
plars because they cannot be employed together as they are not mutually exclusive.
An approach was proposed in [17] to combine models and standards. These images
were further used as exemplars in a learning phase in which models were used to
synthesise training images.

Considering pose invariance again face recognition can be categorised as:

(1) Global approach
(2) Component-based approach.

In a global approach, the whole face image represented by a single vector has
given as an input to a classifier. Various classifiers have used in previous research
such as Fisher’s discriminant analysis [18], Neural Networks [19],minimumdistance
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classification etc. For front view images, global techniques have proved themselves
well. But they are not immune to pose variations. Therefore, they get affected by the
rotation of the face. To overcome this issue, the addition of an alignment before the
classification stage is an option. To align the reference image and input image needs
more computation.The correlationbetween the two ideas could found through critical
points such as lip corners, nose, eye-balls etc. On this correlation, the input image can
be deformed (warped) according to the reference image. Warping can be performed
by computing affine transform. In [20], active-shape models with model faces are
used to align images. In [21], a combination of SVM and partially automated align-
ment were proposed. An alternate for this approach can be the classification of local
facial components. This component classification approach is to reimburse the pose
variations by permitting flexible relations among the classification stage components.
Face-recognition was complete through independent template matching of three crit-
ical points of the face, i.e. eyes, lips and nose. Because the geometrical characteristic
was comprised in the system, configuring the classification stage components was
abandoned. An extra alignment stage with a similar approach was proposed in [22].
The implementation of the geometrical model using two-dimensional elastic graph
was shown in 42. This technology of face recognition still lacks in some aspects
like pose and lighting variations. Though there are many methods and algorithms
proposed until now and they give a promising performance, some problems remain.
Hence, the performance of matching is degraded because of the reasons mentioned
above and is low compared to other biometricmatching performance (e.g. fingerprint,
iris recognition). Error rates are in the range of 2–25%bwhich is very common. The
system can perform better if it has used in combination with other biometric compu-
tations. According to ref. [23], existing recognition systems perform well if test
images and training images have the same image capturing conditions. But if these
conditions differ for test images and moving ideas, the system will not be capable
enough to deal with these changes. These changes can be lighting variations, head-
pose modifications, accessories, hairstyles, facial expressions etc. The approaches
can be further categorised based on interpretations, i.e., canonical forms, invariant
features, variation-modelling [24].

1. “Canonical form” approach “normalises” the changes by synthesising new test
images in canonical/prototype form or by the creative transform. Then these
prototypes are used for recognition. In the examples of this approach is depicted.
In [25], the probe image captured under random lighting conditions has again
processed from frontal illumination. Both states have then compared with one
another.

2. An invariant feature approach, the characteristics that are invariant to variations
are analysed. The example can see in reference [26], in which the quotient image
is consistent with the lighting conditions and can recognise a person accurately
under varying illumination.

3. In variant-modelling approach, the main motive is to study the extent of varia-
tion in a particular subspace region. These can cause to define and decide the
parameters that are mandatory for subspace. Then a nearest (close to test image)
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subspace is chosen for recognition after mapping. In spite, this recognition can
estimate the pose and a person’s identity. The example of this system can be
seen in [27]. Even after developing so many techniques and research efforts, the
face recognition field’s problems remain unsolved.

All three approaches work well for a particular variation. For other variations, the
performance of the system degrades gradually. It can explain well with the following
example that a feature invariant technique is invariant to pose and face expressions
until they are constant. Still, as soon as the pose or face expressions change, the
method fails to remain consistent. In some cases, this is not an issue like granting
access etc. because both the test image and training image have captured under the
same circumstances. But it cannot recognise the idea in general conditions, and hence
none of the three techniques is reliable.

Furthermore, it is also not sure that these techniques can be used in combination
or not to avoid the drawbacks. Some of the methods have behaviour to remove
others. Like in [28], the symmetric shape-from-shading way depends upon frontal
face symmetry. But it is not clear how this technique will work in case of side-view of
a face or a condition where balance is not present. From this research, two essential
facts have observed, and they are:

(1) Firstly, no feature/set of features are correctly or entirely invariant for all the
variations that can occur to an image.

(2) Secondly, if any system has more training images, then many techniques will
perform better.

11.3 Face Recognition Techniques

National Institute of Standard and Technology (NIST) of theU.S. performed a survey
to evaluate the FR system’s performance. According to that survey, the best FR algo-
rithm’s ability experimented on 1.6 million images to recognise a person or object
correctly (known as True Positive Identification Rate) is 92.3%. The experiment was
conducted on various datasets started from the FERET database. Suppose face recog-
nition is considered for criminal case investigations. In that case, the faces’ evaluation
can be affected by some factors like ageing, varying facial expressions (smiling, sad,
tensed etc.), changing orientation angles and accessories such as (glasses, hat, mous-
tache or beard etc.). These variations have depicted in Fig. 2.1 As per the growing
development of face recognition technology, the FR system’s accuracy is hardly
affected by the above effects. NIST’s evaluation results state that the current face
recognition algorithm is much better than the earlier algorithm of time 2001. Thus
the existing FR algorithms are reliable enough for being used in criminal case inves-
tigations [29]. As discussed above, face recognition technology required for criminal
case investigations should be more advanced than general face recognition systems.
This is because the images given for forensic analysis have infrequently shot under
non-ideal conditions, leading to false rejection or false acceptation. In this paper
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[30], the improvements/developments in the general face recognition system and the
forensic face recognition system have discussed [31]. According to this article, to
avoid false rejection or false acceptation, the following factors should be considered
during forensic face recognition:

1. Ageing
Human face changes according to age. Thus ageing is a factor that should be
considered during face recognition [21].

2. Facial Marks/Scars
Somemarks or scars become an identity for a person. It may be from birth or due
to some accidents. But in the FR system, it plays an essential role in identifying
the correct person [10].

3. Sketch
A sketch of a suspected person has generated if his/her photograph is not avail-
able. The illustration differs from an original picture of a suspected person
because of inaccurate description from the witness or wrong understanding of
an artist drawing the sketch. It can sometimes lead to false acceptance.

4. Image Captured by Surveillance Cameras
The video frames or images captured byCCTV/surveillance cameras sometimes
help to identify the person. But sometimes the image captured is burred not clear.
It could mislead the face recognition system [32].

5. Near-Infrared Face Recognition (NIR)
Near-Infrared Face Recognition (NIR) imagemethod has proposed to overcome
the illumination effects. According to Klare and Jain, the NIR method obtained
94% true accept rate and 1% false accept rate. Hence, the NIR technique should
be considered for forensic face recognition. This paper studies the various face
recognition algorithms such as trainable, non-trainable and commercial in 1,
2 and 3 algorithms in number. These algorithms have evaluated on a parti-
tioned gallery, which has demographic cohorts in its every part. These parts are
sub-categorised based on gender, colour complexion, age etc. The experiment
conducted shows that non-trainable and commercial algorithms are less accu-
rate in recognising similar cohorts. Whereas trainable algorithm is less affected
by the demographic cohort. Hence the use of dynamic face matcher selection
comes into the picture. In this method, various FR algorithms are available to
select the relative demographic information extracted from the probe image.
This method gives higher accuracy in many FR scenarios.

Mostly the frontal face images are considered for research of face recogni-
tion algorithms. The benefits and drawbacks of all methods such as Eigenfaces,
Hidden Markov Model (HMM), Neural Networks (NN), Dynamic Link Architec-
ture (DLA), Geometrical Feature Matching (GFM), Fisherfaces, Template Matching
(TM), Elastic Bunch (EB) etc. are discussed. Each of these methods has discussed
and analysed one-by-one as below.
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11.4 Eigenfaces

One of the vital face recognition techniques is Eigenface (also called as Karhunen–
Loeve expansion). The face pictures have also represented through principal compo-
nent analysis in [33]. In this paper, according to the authors; it is possible to recreate
the face image using a set of weights for each face and standard face image (also
known as Eigen picture). The face image is projected on to the edge picture to
achieve consequences for each face. Mathematically, eigenfaces can be defined as
the principal components of the distribution of faces or the eigenvectors of the set of
face images’ covariance matrix. Eigenvectors ought to represent various changes for
different looks. Eigenfaces are used in linear combination to describe each face. It
can be estimated through the use of eigenvectors which have the highest eigenvalue.
Such best’M’ eigenvectors constructMdimension-space (known as face-space also).

An experiment conducted taking 2500 images of 16 different persons with
different backgrounds shows a 96% accuracy for varying illumination, 85% accuracy
for varying orientation, and 64% accuracy for varying sizes. Though this approach
gives a powerful performance using the correlation between image and variable illu-
mination, the correlation between image and running illustration does not satisfy the
face recognition result. For Eigenface methodology, tilizedng illumination (lighting
effect) is a necessary step. Another new approach has suggested three images having
different illumination have considered for calculating the covariance matrix. Gu,
Wenfei, et al., have worked further improved from Eigenface to eigenfeatures which
incorporates face organs as features such as (lips, nose, eyes etc.). This modular
eigenspace method is less affected by the change in appearance than other stan-
dard eigenface methods. Another experiment was conducted on the FERET database
taking 7562 images of 3000 different persons, resulting in a 95% accuracy recogni-
tion. Hence it is proclaimed that an eigenface method is a practical approach with
faster and simpler strategy.

Koc, Mehmet, and AtalayBarkana suggested that ears can also prove to be better
than face for biometric recognition. Earlier similar work was done with ear and
face using PCA (principal component analysis), but it resulted in low ear image
recognition. Hence, in this proposed paper 58, the Eigenface and linear method
is used, which results in 70.5% for face and 71.6% for ears when experimented.
And when both were considered together for multimodal recognition, it gave 90.9%
recognition result. The multimodal biometrics work has been extended. Another
similar approach could be seen where face and fingerprint and face and voice have
been tilized for multimodal face recognition.

11.5 Neural Networks

Neural Networks has grabbed so much attention because of its non-linear network
recognize. Hence, it proved to be more capable of feature extraction as compared
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to other linear approaches. WIZARD is an adaptive technique among artificially
generated neural networks with a single-layered architecture. It comprises of an
individual network for storing every single information. The path of designing a
neural network for efficient face recognition is quite tricky because it depends on
the application for which it will use. In [34], MLP and convolutional NN are used
respectively for face identification. Therefore, a neural network must be a biological
neural network that consists of actual biological neurons and an artificial neural
network that finds solutions with artificial intelligence (AI).

1. Face Detection: This is the step where a person’s face has detected by skipping
the background image.

2. Eye Localization: This is the step where both the eyes’ position is determined
using feature vectors.

3. Face Recognition: PDN network is not interconnected completely. It partitions
the network into ‘K’ number of subnets. One subnet recognizes one person from
the database. The face subnet has a total of the neuron outputs. It uses Gaussian
function for neurons to estimate the likelihood density.

The PDNN in its learning stage can be considered as:
Phase I—In this phase, each sub-network has trained by its face image.
Phase II—This phase is known as decision–based learning phase. Here the subnet-

work parameters are trained by some other face images using particular image
samples. It does not use all images for training, but the wrongly classified patterns
have only been used.

11.6 Geometrical Feature Matching

Here, the set of geometrical features has computed from the face image. This tech-
nique is thus known as a geometrical feature matching technique. This is the tech-
nique because the face identification is possible at the low resolution of 8× 6 pixels.
After all, the general geometrical feature information is sufficient for recognising
the image. The face organs such as eyes, eyebrows, lips, nose etc. have represented
by the vectors, which describes the overall configuration. In [35], similar work on
automated face recognition system was executed using geometrical features. This
FR system’s peak recognition rate was 75% taking 40 images of 20 different people
(2 images per person—1 training/model image, 1 testing image). According to the
reference manual feature extraction in the FR system could give satisfactory results.
In geometrical features such as nose length and width, lips position co-ordinates etc.
were automatically extracted. 35-dimensional vectors extracted around 35 compo-
nents and recognised using Bayes classifier. When an experiment was performed
taking 47 persons, it provided a recognition rate of 90%. Another technique known as
the mixture-distance method was applied to a database of 685 people which provided
accurate recognition of 95%. Thirty distance measures are extracted manually and
represent each face image.
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Gu, Wenfei, et al. makes use Gabor wavelet transform to decompose image and
identify the feature points for face image, which reduces the storage space require-
ment. Usually, 35 to 45 such feature points have created. The topological representa-
tion of these feature points has used to match the test image with the database image.
The recognition rate was 86% for identifying the right person and 94% cases are
such that the person’s face matches with the top three matches. Concluding this, it
can be said that matching of geometrical features has based on the distance measure-
ment between two elements which is more desirable in matching queried image with
the Mugshot database. Although it depends upon feature location accuracy. Existing
feature location methods need more computation time and still does not have rightful
accuracy.

11.6.1 Fisher Faces

Another face recognition technique is, which has used widely. It is an appearance-
based method. R.A. Fisher developed Fisher analysis in 1930. A study demonstrates
the better results successfully obtained in face recognition. Another FR approach
is the LDA approach, which determines the base image, increasing the between-
class scatter and within-class scatter ratio. This ratio calculation consumes a lot
of processing time. There is one drawback of this technique, and that is the scat-
tering matrix is always single. If the illumination or pose conditions changes, it will
maximise the error detection rate because of the number of pixels that are more in
number than the number of images. Thus to avoid this issue, many other approaches
were proposed. Fisher face approach is one of Belhumeur et al., which can over-
come this problem of varying illumination or pose because it removes the first three
principal components responsible for light variations. Hence it is more robust to
lighting changes. Fisher’s face makes use of within-class information which reduces
variations within the class. Thus it proved to be a successful method to resolve the
given problem [36]. The PCA and LDAwere usedwith the Fisherface process, which
generated a subspace projectionmatrix (similar to dimension-space/face-space in the
eigenface method). Fisher face method uses within-class information and reduces
the variation but increases the separation among classes. Identical to the eigenface
method, the initial step in fisher face is to reshape the image array of size (NXM)
into an image vector of length ((NXM)X1). Fisher face is the enhanced version of
the eigenface method but with better classifying ability. Here, the training image set
could be trained to handle different persons’ images and other expressions. Fisher’s
face gives more accurate recognition as compared to the eigenface method. Deter-
mining projection face space is more complicated in Fisherface than in the eigenface
method. This is one of the drawbacks of fisher face method.
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11.6.2 Template Matching

In this technique, an image under test is represented by a 2D-array whose intensity
values have been compared using a suitable measure unit like Euclidean distance.
Here, the entire face has defined by a single template. Other advanced versions of
template matching algorithm are also available. An individual’s face could be repre-
sented from different pose/viewpoints using more than one feature template. It could
also be defined from an individual view utilising several smaller templates. The grey
level of the image needs to be dealt with appropriately before the matching process.
Similar work was done using four templates to represent the nose, eyes, lips and the
whole face. The experiment was conducted on 188 images of 47 different persons for
template matching and geometrical matching. Both methods’ performance outcome
was compared, and it was seen that template matching (100%) has a superior perfor-
mance over geometrical matching (90%) approach. Template matching algorithm
has a complex computation and its complex description. In general comparison, the
template matching approach is far better than the featurematching approach. Though
the face recognition system bears some discrepancies, this tolerance yields a unique
face identity for an individual. There is no such algorithm which is perfect and
has no drawback. Thus further improvements are needed to enhance the FR system
performance, which could be used in real-time applications.

11.6.3 Morphable Model

This technique is the vector representation for human faceswhich is shape and texture
vectors combination. To recognise the three-dimensional object correctly, the use of
3Dmodels is necessary. 3DModels could be used on images in two ways. In the first
case, the recognition is based onmodel coefficients and is free from image conditions.
The model coefficients here represent the shape and texture of the object/face. In the
second case, the 3D-face could be reconstructed by generating synthetic views from
trained images. These views have then transferred to other position-dependent face
recognition system.

Li, Shaoxin, is proposed that the three-dimensional shape, image parameters and
texture can be estimated from a combination of deformed 3D-model and computer
graphics. In this algorithm, rotation and lighting changes are easy to be handled by a
single model. Though, the illumination changes can cast shadows which will affect
the human skin appearance features. Hence the 3D-morphable model is introduced,
which can learn face properties during 3D-scan. It represents the shape and texture of
the face through high-dimensional face vectors. The algorithm proposed automati-
cally detects the head orientation, face orientation, lighting direction, camera position
etc. This is possible because of the initialisation procedure, which uses co-ordinates
between 6–8 feature-points. This, in turn, increases the reliability and robustness
of the FR system. When the experiment was conducted on CMU-PIE database, it
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showed 95% accurate recognition for side-view images. In contrast, when the inves-
tigation was born on the FERET database, it showed 95.9% proper recognition for
front view images with correct head-pose recognition.

11.7 Support Vector Machine (SVM)

In this approach, the key-points for face representation have selected on a manual
basis. The feature vectors have thenbrought to a computable level. TheSVMclassifier
is then used to handle both small and high dimensional samples to classify such
feature vectors. In this research, a face recognitionHuman–Robot-Interaction system
has implemented Hidden Markov Models (HMM) combined with SVM. Only the
full pose have taken under consideration for this face detection technique. The two
significant benefits of this algorithm are:

(1) It does not require any manual selection for face or head pose estimation.
(2) To improve the normalisation performance, the image is classified based on

whether it is in the front pose.

The experiment was conducted on various datasets, and as a result, the system
was able to identify the face accurately with the recognition rate of 99.67%.

In [73], the two conventional Support-Vector-Machine methods have used. Those
are:

(1) One-against-One
(2) One-against-Rest.

This research work has divided into three sections.

(1) The Gabor wavelet process eliminates the illumination and robust effects of
images.

(2) The large size of the feature data has reduced by using the bilateral two-
dimensional-LDA method.

(3) As a final step, the classification of face recognition features has carried out
using an SVM classifier. The actual aim of SVM classification is to handle
binary/multiple classifications.

The One-against-One and One-against-Rest method has applied in the matching
process. The experiment was conducted on the ORL database, and it was found that
the One-against-Rest way gives more accurate recognition than the One-against-One
method. Kamal has proposed here to use PCA for feature extraction and SVM for
pattern classification. SVM is a widely used classifier introduced to tackle recog-
nition patterns. The experimental setup contains 400 ORL database images of 40
persons captured under distinct circumstances like light variation, varying facial
expressions, different face orientations, with or without glasses etc. Various SVMs
have used till now like Polynomial-SVM, Linear-SVM, Radial Base Function SVM
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(RBF-SVM). These SVM classifiers have compared to one another. The SVM classi-
fication compared toMLP (Multilayer perception, a standard eigenface classification
approach) category shows that SVM has a better performance over MLP. But when
compared among SVMs, P-SVM and RBF-SVM have a better understanding of
L-SVM.

11.7.1 Harris Corner

Shang, Li et al. have proposed Harris Corner method used for palmprint recogni-
tion. The corner points have lined using orientation features and distance.Matching is
done based on fuzzy logic. This algorithmfilters the resulting corner points. The algo-
rithm identifies the palm print using orientation and distance features. This algorithm
results in a higher recognition rate with more than 50% less memory requirement. A
new pyramid-based-FAST-corner detection has proposed a superior version of FAST
detector. This pyramid-based-FAST-corner detector detects the face organ corners,
and its result has compared to other corner detection techniques such as (FAST,
SUSAN, Harris, SIFT etc.) As an initial step, face corners and other unnecessary
corner points have filtered. In the next step, based on organ corner points the organ
such as eyes, eyebrow, lips etc. ten such points have highlighted.

Further in the final stage, similar ten key attributes have used to locate the organ’s
centre. In this manner, the face’s model has constructed through triangulation and
geometric features. The experiment has conducted over 200 sample images, and it
is seen from the results that this algorithm can locate key points accurately for both
grey and coloured illustrations. The recognition rate for JAFFE is 94.95% and for
MMI is 90.95%.

Mathe, Stefan, and Cristian Sminchisescu [37] have worked on the Harris Corner
detection to identify the human eyes from the given coloured images. In the first step,
the detection has done through YCbCr conversion. The Cb component here is useful
eye detection. The human face has extracted from the preprocessed image, and the
eyes have detected by applying the Harris corner method in the second step. This
study reveals that the Harris corner method uses only two corner points to see the
eyes with the accurate detection rate of 88% and proves itself suitable enough to be
used for further detection.

Eye detection plays a significant role in Human–Robot interaction (HRI) system.
But in this paper, eye detection is performedusing shape and colour information about
skin (known as skin patches) in combination with Harris corner method. Here Harris
corner method is used to figure out the region-of-interest in the skin patch. This work
has influenced from the previous work on “skin patch detection". In this proposed
scheme, an RGB image has been used to detect the eyes with the relative information
of corner points, colour and edge (shape). The experiment was conducted on the AR
database and the champion database, which shows that the proposed scheme is faster
than the previous schemes with the average time of 2.53 and 0.21 s per image and the
detection accuracy of 100% and 89.5% for the AR and champion database. Above
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we have seen the Harris corner related work for eye detection. But in Royce et al. has
usedHarris corner and FAST cornermethods for recognising the smile automatically.
In this proposed work, the lip corners are taken as reference points to detect the smile
accurately. The experiment has conducted on Video, Image and Signal Processing
(Visio) dataset, and the results of the two methods have compared to each other. The
results show that the Harris corner detector gives a higher recognition rate of 77.5%
than the FAST corner detector (recognition rate of 72.5%).

11.8 Speeded-Up Robust Features (SURF)

In the face recognition field, for Human–Robot-Interaction (HRI) system it is diffi-
cult to identify a personality accurately compared to humans due to vision problems
encountered because of varying illumination, varying expressions, varying back-
ground etc. To resolve these issues, and efficient technique has proposed in. In this
proposed algorithm, once the skin region is successfully detected, the face region is
detected using the ellipse-fitting method. Features of the face region obtained from
the ellipse-fitting process have extracted using SURF (Speeded-up-Robust-Features)
classifiers. Further, the queried image has compared and matched to the database
image. The proposed algorithm has experimented on Caltech’s face database, and
the recognition rate of 93.75% has achieved for different resolutions [38].

Li, Jianguo, Tao Wang, a SURF based novel boosting cascade framework has
proposed. Three contributions are essential here:

• SURF features have used for faster face recognition
• AUC has used for cascade training as a single criterion, which also gives fast

training convergence.
• A real-time example has shown to train fast and accurate cascade face detector

from billion sample images within 1 h.

In [39], salient features have used for face recognition or object recognition. In
the proposed algorithm, SURF descriptors have used to generate feature vectors, and
SVM classifiers have used to classify feature vectors. One classifier verifies whether
the feature vectors belong to face image or not [40]. This is done in the first layer.
In the 2nd layer, each object in the face like eyes, lips, nose etc. has assigned labels.
These are known as component labelling [41]. This technique gives high recognition
rates. However, there are further chances of improvement in future [42].

Feature detection, Feature matching, transformation are the necessary steps
required for image alignment [43]. These steps have based on image features
and image reconstruction. Matching and feature extraction are two essential steps
demanded in various image applications [44]. In this paper, the Scale Invariant
Feature Transform (SIFT) and Speed Up Robust Features (SURF) methods have
proposed. An experiment was conducted to compare SIFT and SURF, and it was
seen that SIFT had detected more features than SURF. But SURF performs better
than SIFT in terms of speed.
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A feature detection scheme “SURF” has been researched in this article.
SURF (Speeded-up-Robust-Features) was motivated and derived from SIFT (Scale-
Invariant-Feature-Transform). Both SIFT and SURF have good performance over
feature detection and are faster than previous detection schemes. Seeing its version,
Xu et al. decided to study and implement SURF feature detector and SURF feature
descriptor. Authors also suggest implementing SURF comparator to group similar
feature pairs. Since this comparator is not featured dependent but based on code,
hence we can use other feature types like SIFT etc. to evaluate its performance.

In this research paper, SURFhas been introduced as a novelmethod. SURFproved
itself as a robust technique which can perform better and faster than the previously
submitted schemes. SURF can be implemented by.

• Convolving image through integral images
• Strengthening the current detectors and descriptors
• Simplication of the used methodology

11.9 Independent Component Analysis (ICA)

ICA (Independent Component Analysis) is a new method introduced in the field
of face recognition. It is a superior version of PCA. The architectures of ICA were
analysed using PCA. ICA has Architecture I and Architecture II. Study reveals that
Architecture I has vertically centred PCA whereas Architecture II has whitened
PCA with horizontal centring process. Using these two architectures as a baseline
for ICA increases the robustness of the face recognition system. In this paper, the
experiment has conducted on the FERET database, AR database and AT&T face
database. Though there is no significant difference between ICA and PCA, a small
number of changes could be seen in some cases. ICA entirely relies on PCA as the
centring and whitening process has a great deal of impact on ICA performance.

A robust method known as locally salient ICA (LS-ICA) is proposed in this paper
to improve the performance and eliminate distortion and occlusion. This algorithm
divides the original image into parts and then extracts the image information from
them. The salient features of the face part of the image have used, which benefits from
using the idea “recognition by parts”. In LS-ICA, the partitioned image is created
by adding extra constraint information during kurtosis ecognizedn. When compared
the LS-ICA technique’s performance with LNMF (Localized Nonnegative Matrix
Factorization), LFA (Local Feature Analysis), PCA, ICA Architecture I and ICA
Architecture II; LS-ICA always shown a better result.

Thang, Nguyen Duc, et al. is concerned for dimensionality reduction for face
recognition. ICA is one of the methods that decrease the dimension of the image.
Also, the proposed method Locality Preserving Projection (LPP) is good at reducing
image dimensions. These two methods have compared, and the results are analysed.
An experiment was conducted on theYale B database (with 64 varying illuminations)
and AT&T database (with varying facial expressions). The performance evaluation
states that ICA is better than LPP under the variable definition, whereas LPP is better



11 An Optimal Hybrid Solution to Local and Global Facial … 219

than ICA under running facial expressions due to its better recognition rates. A
standard face recognition method (ICA) that can opt according to the changing face
expressions is proposed and implemented in this paper. This is due to the traditional
method’s ecogniz of treating the varying face expression as noise. Reconstruction of
different facial expressions is done based on two KIM conditions and then trained
to get a single sample. Then the whitening process is applied to these samples using
eigenvalue decomposition. Thismethod provides a better result and recognition rates.
Can use this method for compressing image or for MPEG-4 animation etc.

Singha, Anu, et al., GaborJet-ICA technique has proposed. Here face image has
convolved with 40 Gabor wavelets. Feature vectors have derived fromGaborJets that
are the facial key-points. These GaborJets have later on transformed as its ICA and
PCA components have computed. The experiment was conducted on ORL database
taking subspace and ICA as its parameters. Observations were taken for the varying
range of subspace dimension and no. of independent components. GaborJet-PCA
and GaborJet-ICA were compared, and it was found that GaborJet-ICA performs
better with accurate recognition of 84.5% than GaborJet-PCA with special mention
of 82.25%. In this paper, ICA aims to feature extraction of the original image from
the raw image data. These components can’t be entirely relied upon because ICA
components do not appear in a particular order. Thus it can’t be said that which
feature is more important. To enhance the ICA performance, it is essential to select
the components having a good impact, whereas the elements having a harmful effect
or are noisy can be eliminated. Thus two methods are introduced in this paper [23]
to get the better performance result of ICA by selecting and removing the respective
ICA components. First is Component Subspace Optimization, and the other is the
Sequential Forward Floating Selection (SFFS). In future, recognized of independent
components can be expected in ICA face recognition system. In the FR system,
there are numerous methods such as PCA, ICA, LDA, SURF etc. for dealing with
front-view images even though there is a lack of information.

In some cases, the recognized face varies from user to user. Thus a modified
version of ICA algorithm is proposed. In this modified ICA, the information about
the face database has already known. But the test sample and the training samples
are not similar. An experiment conducted on the FERET database reveals that the
proposed algorithm saves the computation time and the system’s memory.

11.10 Results

1. Acquisition of the image: Depending on the system used, it tends to be a still
image, a video frame, a three-dimensional image, etc.

2. Face detection: Uses object recognition algorithms that detect whether there is
a face in the image. Provides the location and size of the face. This uses Viola,
Jones technique which is the standard one.

3. Preprocessing:When a face is resolved on the picture, the normalisation process
is performed. Face components such as size, pose, and illumination is found. To
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normalise face images, diverse guidelines can be taken after, such as the nose’s
position, the separation between the pupils of the eyes, and the lips’ size. To
improve the framework’s execution, procedures, such as decreasing the picture
size, changing the picture to grayscale, or a low-pass filter, are utilized if the
image resolution is too high.

4. Extraction of the characteristics: After the picture is processed, the picture’s
characteristic vectors of coefficients will be calculated depending upon the
method utilised.

5. Recognition: The techniquementioned above has used to detect the facial image
and face features extracted using Local binary pattern (LBP) and PCAmethods,
which are an appearance-based approach depending on pixel values of facial
images. At last, the extracted component vector has compared with the feature
vectors extracted from the faces database. If it finds one with a high percentage
of similarity, it returns the face’s identity with that person’s name; if not, it
indicates an unknown face, as shown in Fig. 11.1.

Implementation testing of the system In this work, an application for real-time
face recognition is implemented in Python over the RPi2. To perform this, the library
OpenCV that supports image processing has been used. The algorithm implemented
for the real-time face recognition problem is divided into two different, independent
modules:

• The training stage, performed at distinct distances and various illuminations and
orientations, as shown in Fig. 11.2a.

• The recognition (testing) stage, performed to identify the working range of the
system, and its display’s that person with his name, as shown in Fig. 11.2b.

11.11 Experimental Results

The outcomes of the categorisation for five different persons for frontal images are
taken. To determine the correctness of the developed system in real-time, we exam-
ined some of the person images by capturing their facial images, through webcam
connected to Raspberry Pi2 and got the expected outcome with the person’s name
below (Fig. 11.3).

11.12 Conclusion

Automatic face recognition has been an active area of research over the last four
decades. Face recognition has many applications of considerable importance, such
as biometric identification, surveillance, human–computer interaction and multi-
media data management. Facial biometrics has played an essential role in improving
our security by limiting criminals’ mobility, preventing fraudulent activities, and
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Fig. 11.1 Flow graph of the facial recognition system

searching for missing persons. This thesis focuses mainly on biometric recognition
by hybrid fusion of 2D face feature and machine learning. It’s demonstrated that
the proposed technique beats all compared state-of-the-art and baseline algorithms,
which illustrates the robustness of the proposed methods against the appearance
variations of articulation, lighting and so forth. The proposed techniques ideally
can inspire another new thinking and better approach to handle the face recognition
issues.

The feature extraction has processed through 3 stages, i.e. of PCA, ICA andDWT.
The PCA resulted in second stage global features, while ICAmodified those features
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Fig. 11.2 a, b Training phase in the recognition process

Fig. 11.3 Output of testing
image in real-time
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and provided local spatially reduced features. For sufficient analysis, the DWT is
employed further to ICA for feature extraction, and the final sets of features are clas-
sified for face recognition. In recognition, two experiments are parallel conducted;
one for SVM and other for Neural Network. The simulation results are compared
with the existing works, where PCA, DWT, SVM and other methods are compared
for better analysis of the proposed system. It has been observed that the system
did not perform optimally with SVM. In opposite to it, Neural Network performed
exceptionally well and gave recognition rates up to 96%.

Further, a way to reduce the limitations of single-mode biometric systems is to
develop multimodal biometrics. It has been studied the different types of combi-
nations of possible modalities; can use the fusion level in a multimodal approach.
The classifications of the characteristics, by the Euclidian difference of other IDs,
are achieved by each model. Further, these scores (ID) are fused with the proposed
fusion rule to claim the highest accuracy with less training rate. Fusion-based face
recognition method gives the precision of around 99.45%. Fusion rule is created
based on some hit and trails, which may not be Universal for entire datasets.

Hybrid face recognition, based on the fusion of local information, is proposed. In
this texture extraction of image uses LBP + HOG, GLCM, Gabor wavelet decom-
position methods separately. DWT has applied in whole train image. Further, the
complete extracted features have fused with PCA. It represents faces, which can
be roughly reconstructed from a small set of weights and a standard face image.
These features are then subjected to a known classifier for its effectiveness in Neural
Network.

The developed prototype has been thoroughly tested in Essex, ORL, Indian and
YALE B datasets. This approach considered only one image for training from each
class. The outcome claims better accuracy by Neural Network (99.40%) than PCA
(96.99%). It is said that this research work has achieved a system that meets the
objective, initially set up. Though till now, none of the face recognition algorithms
has given 100% accurate results under all conditions.
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Chapter 12
Machine Learning Based Online
Handwritten Telugu Letters Recognition
for Different Domains

B. Sankara Babu, Sunanda Nalajala, K. Sarada, V. Muniraju Naidu,
Nagendar Yamsani, and K. Saikumar

Abstract Trending innovations utilized in numerous handwriting (HW) pattern
detection of diverse individuals are machine learning and neural networks. The
(CNN) handwritten characters of multiple entities are also quite challenging to iden-
tify and understand. Recognition of names linked to the Telugu film industry is
part of the reorganization of trends in the study concept over the past few years.
Neural networks (NN) play an essential role in the identification of HW character by
Telugu. A digital machine’s ability to obtain and comprehend intelligible HW data
from records, photographs, touch screens and several other electronic devices etc.
is HW recognition. These can be online or offline. In this case, online recognition
involves translating visual pen tip gestures into a collection of originates used as input
for the classification scheme where photographs of characters such as information
were being used as unencrypted identification. This is a successful accomplishment
for HW reorganization NN was accomplished, and the productivity up to 98.3%
increased. Use the Convolutional Neural Network (CNN) to learn how to create an
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image recognition engine. CNN is a standard network where it is possible to train a
computer to identify pictures based on picture patterns. It can be used once learned
to recognize objects in the images.

Keywords Neural networks · Handwritten characters · Pattern reorganization ·
Convolutional Neural Network (CNN) · Recognition of characters (RC)

12.1 Introduction

Definitions of hand-designed characteristics involve densities of pixels over the
image, curvature of personality, proportions & proportions, and vertically & hori-
zontally rows. Vikram and et then used [MLPS] multilayer perceptron and achieved
98.3 overall accuracies on the handwriting Telugu personality data source.

Figure 12.1 represents the Telugu words’ data collection, i.e. kaagunithalu & shay
vothuluetc, both chosen from the data set accessible on XXX. At the final training
samples, approximately 300 samples are evaluated as image templates.

Figure 12.2 of text includes single Unicode moral principles dependent upon that
post-processing, which illustrates the data set definition of Unicode morals to be
done.

This chapter gives a study and different methods for recognizing online hand-
written characters’ recognition in the Telugu language. An inevitable part of Optical
Character Recognition (OCR) As OCR represents optical character acknowledge-
ment, the question of identifying all sorts of different characters is solved through
OCR technology. It is possible to understand and translate all handwritten and typed
characters to a machine-readable, digital data format. And a very challenging field of
pattern recognition iswritten by handCharacter Recognition (HCR). For handwritten
character recognition for Marathi, different approaches have been applied. Here we
focus primarily on analyzing the execution, accuracy and comparison of some of the
current web character recognition systems of Telugu screenplays, underfitting issue
and why HMM& SVM remain efficient ways aimed at online character recognition.
Telugu remains a north Indian language primarily spoken in the southern regions of
India. It consumes nearly 160 million fluent languages, making it the world’s largest
fifteenth-most widely speech-language. We provided a complete directory of hand-
written Tamil protagonists to start driving text classification for this template [1]. We

Fig. 12.1 Example data set
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Fig. 12.2 The 150 data from available data sets

assume that all this is important as we have placed together with the Telugu orthog-
raphy’s most extensive set of vowels, consonant, vowel-consonant, & consonant-
consonant sets. This work generates such a directory to typewritten real-world offline
plot lines harvested from document images, making it the domain’s most extensive
andmost varied data system. It explains themethod of data collection, pre-processing
steps, and the evaporation approach for obtaining individual Telugu characters.

The data set remains also made available for use by way of an experiment set
towards evaluate text classification approaches then other maintenance works. This
work too suggested a system of handwriting recognition of Telugu characters using
Convolutional Neural Networks byway of a baseline classificationmodel and amore
efficient and comprehensive solution for Visual Attention Networks in Fig. 12.3.
Finally, the new structure is contrasted with existing methods, and the outcomes are
mentioned [2].
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Fig. 12.3 Unicode values

12.2 Methodology

12.2.1 Requirements

In the HP dataset of Telugu characters, the model’s assessment criterion would be
transcription accuracy on the test photos. Accuracy is described as effectively antic-
ipating Telugu character transcribed in the picture. The theory must accurately esti-
mate not only the number of digits present. However, every one of those digits should
likewise be accurately defined. I will test it against a specific model, such as tran-
scribed Hindi/Tamil/Bengali character acknowledgement in both precision & tempo,
as stated above, about benchmarking against past work performance in Fig. 12.4.

12.2.2 Data Investigation

The dataset was uploaded as from webpage of HP Labs India.



12 Machine Learning Based Online Handwritten Telugu Letters … 231

Fig. 12.4 Telugu letters vowels

12.2.3 Convolution Neural Network Algorithm

xlj = f (
∑

i∈Mj

xl−1
i kli j + blj ) (12.1)

xlj = f (βl
j down(xl−1

j ) + blj ) (12.2)

I plan to equate the observations to past projects. I would analyze the
exactness/mean-squared mistake to see which one is the most accurate and compare
my approach’s pace utilizing CDNN and the past methods utilized in Fig. 12.5.

Fig. 12.5 CNN network
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K.On theTelugu character data source utilizingHOGcharacteristics andBayesian
classification,MohanaLakshmi et al. [3] accomplished an 87.5% identification score.
I want to strive to get more than 90% accuracy here. I use Coevolutionary Neural
Networks, which are more effective than the approaches used by scholars described
above.

12.2.4 Data Pre-processing

The dataset includes photographs of approx. 270 examples of each of 166 Telugu
characters written by Telugu authors of local origin. These photographs are and
are specially sized in TIFF format. Under the directories, the photos were with the
author’s names and the picture document’s name as the Unicode character. I modified
the filename of the picture here as the essayist’s name followed by the Unicode
character with the goal that each picture gets a unique name for the image. And then
all the photos of the same Unicode were grouped as their folder name under a folder
of Unicode, so I could utilize the load files model in the method learn. datasets2. The
initial elliptical pictures of a variable dimension are then resized into 80 × 80 square
images and stored as JPG files [4] and in Fig. 12.6.

We evaluated the job done on Telugu linguistic scripts on Online written by hand
Character Recognition (OHCR) in this work. Here, we briefly addressed multiple
stages used to advance OHCR and work done on Telugu text recognition. This could
remain used by way of a step in developing the OHCR Telugu message system. We

Fig. 12.6 Flow diagram
IMAGE AQUISITION

PRE-PROCESSING

SEGMENTATION

FEATURE 
EXTRACTION

CLASSIFICATION

CHARACTER 
RECOGNIZED
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Fig. 12.7 HW character recognition

mentioned most purchase techniques such as HMM and SVM and during the evalua-
tion of OHCR processes and troubles within these methodologies and issues in other
methodologies, their accuracy, and their strategies of identification and approach.
Due to the more significant commonality of actors and molecule protagonists in the
Telugu language, we have found no complete, precise OCR systems. Due to over-
fitting problems, the significant issues in the data pre-processing concert and opti-
mization stage. The scope for developing an OHCR scheme with greater accuracy in
font, autonomous size and typewritten Telugu text is available. The figures, tables,
and models given in this paper depend on the authors’ examination of the improve-
ment of character acknowledgement frameworks for Telugu’s southern India mother
tongue. As described in the methods and algorithms, the algorithm utilized to train
the knowledge is deep learning neural network. A 4D Tensor is a contribution to the
deep neural network. The 80 × 80 picture is reconfigured into a shaped 4D tensor
(examples, channels, lines, sections) in Fig. 12.7, which is then gone through a heap
of various layers and follows:

Input—4D form tensor (n, 80, 80, 1) where n is the quantity of pictures informa-
tion, and 1 is the number of channels as the pictures are parallel. (Channel number
= 3, if the videos remain RGB).

Layer 1—Coevolutionary Layer with 32 philtres then philtre size 3 × 3 as Max
pooling layer by philtre size 2 × 2.

Layer 2—Coevolutionary Layer with 64 philtres and philtre size 3 × 3 as Max
pooling layer by philtre size 2 × 2.

Layer 3—Coevolutionary Layer with 128 philtres and philtre size 3× 3 and max-
pooling with philtre size 2 × 2. Flatten) (——— This converts the output of.

Layer 4—Fully Connected layer (Dense) with 256 neurons, with a dropout
normalization rate of 0.4 (0.4 possibilities that any specified component should be
released throughout coaching).

Ultimately Linked layer (Dense) by138 neurons. Layer 5—RELUdirect actuation
is utilized here for convolution layers, and complete pooling layers and SOFTMAX
enactment for the yield layer (Fully Linked Layer) is used.
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Initially, I tried the 32 × 32 sized pictures. I got even less precision when I ran
the algorithm, so I began modifying the optimizer. I first used Adam and attempted
multiple learning rates and decay variations. Then, even though the efficiency did not
change, I tried adadelta and attempted boundary tuning shown in 7. I experienced the
dataset (i.e., pictures) with a 32 × 32, which was not noticeable. Then modified the
scale of the image to 64 and then to 80. Then saw some repetitive pictures of different
label names which caused meagre output for the algorithm. Then deleted the photos
that were identical with separate product titles [5, 6]. Then I got 138 characters,
although originally got 166 characters when I downloaded the data from the HP labs
website. With appropriate generalization methods, I applied and explored:

• Structure in a coevolutionary layer
• Dropout in a related layer
• A role for Data augmentation
• Batch standardization.

Applying these approaches did not offer a significant output increase. Then I got
88% test accuracy and 91% preparing precision with three convolutional layers and
Adam as an analyzer [7]. However, after adjusting the optimizer to SGD with a
learning rate of 0.1 and introducing another co-evolutionary sheet, training accuracy
improved to 94% and test accuracy to 91%.

12.2.5 Model Evaluation and Validation

On the Telugu character dataset of 20 epochs, I got 91% test accuracy and 95%
training accuracy. If we raise the number of ages, then the accuracy would further
improve. When preparation improved, the loss declined from 4.03 to 0.4. The prepa-
ration exactness is not precisely the approval precision for the initial not many ages
and improved test accuracy after several generations. In the approval, bends were
given.

The precision gained by themodel is greater than the previously stated benchmark.
It’s possible that including other epochs will help improve precision. The recorded
goal is 90% of test accuracy [8]. But the model achieved 91% accuracy and 95%
training accuracy by operating 20 epochs. The precision can be further improved
by introducing a few more ages. The relation between the accuracy achieved by the
CNN model and different models used to identify handwritten Telugu characters is
seen in Fig. 12.8.

The distinction amid the salt-and-pepper commotion then spots in the individual
character is challenging. A more comprehensive strategy is needed to combat these
issues. X is the horizontal orientation and Y is the axis along with the duration of the
scan. The suggestedmethod to collect the individual characters follows the following
steps: Executing the sweep’s Otsu limit followed by Connected Component Review
to secure all connected segments inside a region’s upper and lower point [9]. Locate
the dark dab box by separating the locale fixated on the cases in the image’s best
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Fig. 12.8 Telugu letters

500 pixels. Afterwards, it utilizes the spot’s X-facilitate to get the assortment of
pages. The subsequent bundles are consolidated depending on distances between
their vertices the X way or whether the crates remain covered. This is rehashed
aimed at a set number of cycles, or until not all the more joining is doable [10, 11].
The distance limits are chosen, so the long columns’ headers showed in turning out
to be one section or a bundle. They will be the most critical boxes in the casing.
The bigger containers (which are lines) are gathered, and the leftover boxes are part
by these line headers into bunches [12]. The two packages with the least difference
between their centres are combined if a collection does not have ten boxes in it. Until
precisely, ten boxes remain; this step is repeated [13]. The characters in both sets
remain sorted thru the y-coordinate at the bottom right and organized by a unique
mark depending on the page number, row & column in which they are placed. In the
following subsections, each of the primary measures is extended in Fig. 12.9.

On a subset of both the dataset obtained through the procedure detailed in the
preceding part, all channels are educated, validated and checked. There were two
experiments carried out. With just Telugu consonant clusters (36 classes), one was,
with both vowels (52 lessons), the other was.With such an 81:9:10 split of the overall
data across all considered characters, the train, validation and scientific history were
developed. To achieve that splits and implement equal checking of the templates,
sampling design was introduced. To get an equivalent amount of photos per indi-
vidual, the train collection was then arbitrarily oversampled. Both models have been
programmed by an early stop procedure that stops training if the lack of validity over
a specified number of iterations does not decrease [14]. Training to avoid overfitting
was done with on-the-run transfer learning in Fig. 12.10.

Identification: By far, the finalmain stage in themethod of identifying handwriting
characters is classification. In this stage, different techniques or models remain used
to map other groups of the feature vectors and thus define the symbols or words
expressed by the features in Table 12.1. The classifier to be used is determined
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Fig. 12.9 Telugu letters model accuracy

Fig. 12.10 Telugu letters model loss

based on different variables, taking account the issues of the world environment in
Fig. 12.11. A mixture of the algorithm is also often used for classification because it
is more powerful than having a choice to keep [15].

A CNN close in form towards the baseline model is used for the focus network.
The awareness process falls after the convolution and max-pooling surfaces [16, 17].
It is introduced as another coevolutionary layer in this design that takes the past data.
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Table 12.1 Results analysis

Method Accuracy

CNN (Proposed Method) 91%

[1] Zoning feature 78%

[2] Adaptive and static zoning methods 88.8% for 50 characters

[3] Two dimensional fast Fourier transform and support vector
machine

71%

[4] Multi-layer perceptron’s (MLP) 85%

[5] Bayesian classifier 87.5%

Fig. 12.11 Comparison of
results ---- Proposed model 

---- SVM 

----- RFO

Still, it consumes a 1 × 1 kernel or the same number of philtres by way of the last
layer, and a function of Schiff bases derived to send the attention vector [18].

An insightful component duplication between the yield of the underlying layers
(up to the produced” of focus), then the focus vector provides a snapshot of interest
[19]. Different components (4 × 4 × 128 to 4 × 512) are then transformed, then
the axes remain translated as time stages to measurements per time phase. This
serves by way of contribution to a bi-directional Long Short-TermMemory (LSTM)
organization that functions in this design as the transmitter shown in Fig. 12.12 and
Table 12.2 [20].

By no way studies on manuscript identification of Telugu characters a modern
frontier. Field study goes back further than a decade ago [21, 22]. The strategies
for addressing the issue are rather complicated and thus impossible to evaluate. In
comparison, in terms of the number of observations and groups, the datasets they use
are somewhat different. The variety per class-where a class remains an instance of a
specific Telugu individual. Therefore, as those accessible for EnglishOCRquestions,
there is a solid requirement for a genuine benchmark dataset [23]. The difficulty in
creating a comprehensive database for any activity relating to handwriting is to
capture the heterogeneity in writers that represent the total population of writers.
This need, under the same circumstances, a vast number of authors to create the
same characters. This is done in this work by making form-like sheets of boxes per
character. In their natural handwriting, thewriters fill out this form. The exact process
inwhich this sheet-level dataset remains produced is defined elsewhere [24–28]. Now
comes the challenge of removing from the pictures the actual characters. Owing to a
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Fig. 12.12 Confusion matrix analysis

Table 12.2 Test versus
training

Original Tested Original Tested

47 47 110 110

46 46 134 134

60 60 67 67

68 68 59 59

121 121 65 65

15 15 119 119

119 119 72 72

human error then the scanning process, the issue is the intrinsic noise in the images.
This contributes to several complex concerns explored in subsequent sections, along
with the procedures adopted to mitigate their impact [29, 30].

Finally, pathways to identification are discussed. Using Coevolutionary Neural
Networks (CNN) also auto-encoder systems by an array classifier are the approaches
suggested for this mission. Besides, with modest performance, the extraction of
features by versatile and static drafting techniques or 2D Fourier Transforms also
Support Vector Machines (SVM) & Quadratic Discriminate Classifiers has been
tested. Through factual pruning dependent on use or focusing on either a subset
of characters (like only phonemes, for instance), all these techniques use smaller
classes. In this thesis, the design examined is that of a Visual Attention Network that
utilizes a CNN pair with a consideration framework and a Recurrent Neural Network
(RNN) for encoding towards concentrate minutely on some observable traits. The
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primary emphasis of this article, although, is the production of datasets. Because of
its space restriction, the complete value cannot be clarified in more depth.

12.3 Conclusion

The real labels and the expected marks of the initial 50 pictures, aside from 2 or 3 out
of 50 images, indicate that the model predicts nearly the right labels. The Confusion
Matrix is used to verify neural network recognition accuracy.Displays the uncertainty
grid plot used to distinguish transcribed Telugu Characters for the model. Deep
coevolutionary neural networks are well known to be very effective at classifying
picture images.Many studies have been carried out to identify handwritten characters
utilizing coevolutionary neural organizations for English letters in order, numbers,
Chinese, Arabic, and some Indian dialects, such as Hindi. Devanagari, etc. Still, there
is far less contribution to the identification of Telugu language characters. Due to so
limited research, the material accessible on the internet is not so strong. Initially, I
didn’t note it and encountered several repetitive data issues. I noticed that the data
was the issue, so I removed the repetitive ones and explained it. Then I noticed that
tuning the methodology was hard. I tried numerous optimizers with varying learning
speeds and tried a model adjusting number of layers and number of philtres and hilter
size. At long last, I wound up with a model that gives 91 per cent precision that met
my hopes of having about 85 to 90 per cent.

12.3.1 Future Work

This application is most prominently used in future language detection schemes;
earlier stagemodels cannot exactlywork for the character recognition process. There-
fore, this type of deep learning and machine learning model with API applications
gives humans better experience at unknown languages.
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Chapter 13
Mutation Testing and Web
Applications—A Test Driven
Development Approach for Web
Applications Built with Java Script

S. Suguna Mallika and D. Rajya Lakshmi

Abstract Defect Prevention refers to the process of ensuring that no defects occur
in the first place rather than later detecting defects and correcting them. A test-driven
development approach naturally contributes to defect prevention along the software
development process pipeline. A generic test suite that suits the testing needs of any
web application is needed. The test suite should serve a regression test suite’s purpose
to ensure an application’s general health providing a confident user experience. The
authors presented a generic set for checking web apps, mutation operators. In this
work, the operators’ comprehensive suite is presented as an exhaustive regression
test suite to prevent web application defects. Small and medium business enterprises
can bank on the regression test suite proposed for customer retention while saving
on their testing budgets. The test suite promises a robust web app persistent against
any kind of malignant usage.

Keywords Mutation testing ·Web application testing ·Mutation operators ·
Defect prevention

13.1 Introduction

Organizations are increasingly relying on web applications to manage their oper-
ations, interdepartmental transactions, project management, etc. Web applications’
flexibility and remote monitoring and management facilities have made them sought
after solutions for small and medium and large companies [2]. The business impact
created due to web applications’ advent ranges from creating a global opportunity
for businesses to ease information. From the reinvention of business models to a
customer-centric services offering, web applications made a groundbreaking impact.
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The traditional brick and mortar business establishment model is owned by an indi-
vidual/few of them, from interactive games to online polls, blogs to online forums,
social media. The applications to online reservations of bus, train, flights, eCom-
merce/online shopping cart applications. Web application development’s content
management systems offer a scope and span across almost every society targeted at
different age groups.

However, the expedition in developing web applications is a direct cause of
concern for the consumers given the information security threats. Despite the avail-
ability of commercial off the shelf components (COTS), most developers develop
websites from scratch. However, they may make mistakes that can stop the web page
visitors from turning into paying customers. Some of the most common mistakes
made by web developers often overlooked by them, result in a deep crisis once
the web application gets into deployment mode [1]. Mutation testing is an efficient
testing procedure for exposing some of the potential defects of software. Mutation
testing could be divided into three types: Strong mutation, weak mutation, & firm
mutation. While robust mutation testing emphasizes changing the source program
with lots of changes one at a time, soft mutation testing makes fewer changes to the
source program. Firm mutation goes midway between substantial Modification and
soft mutation testing. However, owing to its lengthy and exhausting test suites, not
many testers and developers prefer it. Mutation testing deploys a set of operators on
the application that can test. These operators are meant to replace source code, and
the application runs against test cases. If the application does not deliver output that
was supposed to be with the unmutated code, the test case is a pass. If the application
gives the result as expected of an unmutated source code, then the mutation has did
not affect the application.

It could be perceived in two ways, either the input sample size needs to be
enhanced, or there needs to be an investigation backward with what could be wrong
in the code’s functioning. Several debates centred around whether mutation testing
is scalable is practical with real-world software that the industry is producing aggres-
sively. But by prioritizing a set of mutants coupled with a Test-driven development
approach for web applications might result in healthier, safer, and secure web appli-
cations for organizations to help retain the existing customer base. Vandana et al.
[29] summarized the various web application vulnerabilities and attention points for
testers to ensure healthy web applications. With the test-driven development picking
up in the latest software development processes, an attempt to recommend amutation
operator suite for a web app’s test-driven development is made here. The web app
would be incorporated with desired security and performance features during the
development phase to avoid the ice cream cone anti-patterns in testing.

There are different categories of faults possible with web applications due to
their complex heterogeneous construction and deployment [23]. Some of the clas-
sified defects pertain to web app specific defects, incorrect session management,
wrong multilanguage support, faulty form construction, cross-browser portability
problems, missing plugins, authentication problems, the inappropriate cookie value,
updation of database failures, link conversion problems,GUI faults, improper session
management, multi-tier architecture problems, operating system compatibility, and
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multi-window faults [4, 11]. The listed defects are summarized. Existing systems
or earlier literature in mutation testing focused mostly on replacing operators or
link transitions between pages of a web application [3]. However, not much work
done in the mutation testing area related to authentication, incorrect cookies, failures
about database updation, and session management handled incorrectly. The authors
worked in the areas above for inclusiveness of non-functional attributes. The authors
proposed 19 operators for mutation testing of web apps and a tool MUTWEB devel-
oped. Exclusively to test servlet-based web apps to be tested against these 19 opera-
tors. The classification of operators was done based on the non-functional attributes
performance and security and presented.

Presently we will see every day pass-software JavaScript problems and a way
to restore them. This recollects records for using program dev instruments to find
and fasten troubles, using Polyfills and libraries to paintings around issues, getting
present-day JavaScript highlights operating in more mounted packages, and that is
only the tip of the iceberg.

An exceptional deal of exploration has to be achieved to recognize the principle
drivers of programming new agencies’ disappointments. One of the essential expla-
nations in the back of such disappointments was low pleasant confirmation at some
point of the product advancement measure.

Programming trying out is an essential part of the product advancement lifecycle.
Without it, you can omit usefulness problems or significant convenience blemishes
that wind up baffling your quit clients. In any case, all experiments made equivalent.
Composing to high-quality, useful experiments is also as wide as checking out your
packages. Truth instructed helpless investigations can result in a testing cycle that is
minimum more effective than now not checking out by any manner.

Figure 13.1 presents all the various web vulnerabilities which need attentionwhen
testing a web application. It clearly explains the brief analysis of mutation schemes,
which are the most prominent in data mining.

13.2 Existing Work

Jeff Offutt and Upsorn proposed a test suite of 15 operators focusing mostly on chal-
lenges like user’s ability to control web applications, Identifying web resources with
URL’s, communication depending on HTTP requests, communication via exchanges
of data. New control connections, state management both on the client-side and
server-side. However, none of them focused on sessionmanagement, database update
failures, cookie management, cross-site scripting, etc.

Shahriar and Zulkernine [28] proposed three types of security attacks using cross-
site scripting and proposed 11 mutation operators to test cross-site scripting attacks.
There are three types of cross-site scripting attacks possible: stored, reflected, then
Document object model-based. When unsanitized information is retrieved from the
database having some javascript or HTML code to generate some dynamic HTML
content, such attacks are called storedXSS attacks. Reflected attacks are those attacks
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Web Application 
vulnerabilities

Input Validation 
Vulnerabilities

SQL Injections

Cross Site Scripting

Session Management 
Vulnerabilities

Broken Authentication 
and Session 

Management

Cross Site Request 
Forgery

Insufficient Transport 
Layer Protection

Application Logic 
Vulnerabilities

Logic Attacks

Parameter tampering

Forceful browsing

Fig. 13.1 Summary of web vulnerabilities presented by Vandana et.al

in which the application server returns the code supplied by a user. DOM-based
attacks occur when javascript code processes inputs based on DOM objects. An
operator ADES proposed to replace a write function calls arguments with escape
function calls. Another operator RESC meant to replace escape function calls with
XSSV code in javascript code [27].

The third operatorRWWEuses the eval function to replace awrite or awriteln part.
The fourth operator RIHA uses DOM text nodes to return the properties of the Inner
HTML. The MARF operator proposed works on replacing the search string with
a counter replacement string. The sixth operator AHSC uses an HTML equivalent
to replace each character in an accepted string argument. RHSC injects XSSV’s in
place of HTML special chars function calls. AHEN operator uses PHP variables to
generate HTML contents [31].

RHEN works on removing the HTML entities function calls. MALT operator
works on strip tags function calls where additional tags are injected in the tag argu-
ment. RSTT eliminates calls to the function strip tags to apply XSSV attacks on
applications. The work of Hossain et al. is briefly presented in Table 13.1.
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Table 13.1 Summary of cross-site scripting operators proposed by Hossain et al.

S. no. Name of operator Description Key principle

1 ADES Add escape function calls Replace a Write-calling feature
arguments by Leakage task
calls

2 RESC Leakage task calls removed Replace escape function calls
with XSSV code in javascript
code

3 RWWE Write function is replaced with
Eval

Uses Eval function to return a
write or a writeln function

4 RIHA Inner HTML property by text
node addition in DOM replaced

Uses DOM text nodes to
replace the properties of the
Inner HTML

5 MARF Arguments of replace function
calls are modified

RETURNS the search string
with a counter replacement
string

6 AHSC Add HTML special chars
function calls

Uses an HTML equivalent to
replace each character in an
accepted string argument

7 RHSC Remove HTML special chars
function calls

Injects XSSV’s in place of
HTML special chars function
calls

8 AHEN Add html entities function calls Uses PHP variables to generate
HTML contents

9 RHEN Remove function calls to HTML
entities

Removes the HTML entities
function calls

10 MALT Modifying parameter strip tags
function calls that can be
permitted

Alters strip tags function calls
where extra labels injected in
the acceptable label Discussion
statement

11 RSTT Remove function calls to strip
tags

Removes calls to strip-tags of
function to permit. Some
arbitrary HTML label in the
created performance through
PHP variables

13.3 Mutation Operators and Their Importance

13.3.1 Comprehensive Mutation Test Suite

Most of the developers tend to implement small client validations for providing
authenticated access to the users. But the risk of built-in browser tools is often
overseen by the web application developers as in authentication. A lack of foresight
in a scalable server for hosting databases creates havoc after the web application
gets deployed. SQL injection attacks are paramount when it comes to accessing
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the database from simple execution of authentication queries. Most developers give
authenticated access to the user trying to log in without establishing the logged user’s
right context. For example, it is easy for any userwho logged into the system to access
the application’s inside irrespective of the application’s actual, registered user due
to the inbuilt browser tools. Malicious users can log in to the web application using
specially crafted strings to bypass the authentication process.

SQL Injection attacks are the primary kind of attacks that can be done on a database
with potential vulnerabilities. BAR and AAR is a mutation operator exclusively
designed to check whether the authentication is provided appropriately to a genuine
user [18]. The user’s mutant code can bypass the whole login process and give
unauthenticated access to an evil user. If this is not ascertained, then database access
to unscrupulous users is possible, resulting in compromised security and privacy. The
application users might warrant themselves from using the web application, affecting
customer retention. If the query is a simple client-side script, it accesses the internal
tables stored in the database. If input data is not filtered and placed into an inner
database query, there is every risk that the site is vulnerable [12].

Cross-site scripting lets a malicious user run a script on a web page using the
search field or comment fields or guest books/to steal other users’ data of the web
applications [19, 24]. If the search field executes a script, then it is evident that it
is vulnerable to attacks. Cookies can be stolen, phishing (redirection to a similar-
looking page) can be done, page ranks could increase by placing links on frames,
spreading worms, etc., are just some of the spiteful things that can be done to the
web app [13].

The authors presented in the earlier works are classified based on the categories
of web application faults shown in Fig. 13.2. These operators proposed to help the
developers prevent any defects from rolling into web apps development, which could
adversely affect the non-functional requirements like availability, security, etc. Some
of the predominant non-functional requirements that significantly impact aweb appli-
cation’s functioning are Ease of Use, Security, Reliability, Minimum Down Time,
Availability, etc. [17]. A simple classification of the proposed operators based on
non-functional requirements affecting a web app is presented in Table 13.2. Cookies
are simple text files containing information about the application state maintained
by web browsers on the user’s machine. They aim to improve the application’s
performance while accessing the web servers, thereby giving the user a “feelgood”
experience, as shown in Table 13.2.

13.4 Mutation Testing Tools

Many tools have been developed towards develop the automation of mutation testing
[10, 14]. Some of the existing tools include PIT [5], Cosmic Ray [6], Jumble [7],
Selenium [15], Ruby on Rails, Mutpy, EATOOS [9], MUTWEB [25, 26], reAjax
[21], Veriweb [20], WEBVIZOR [22], WATIRetc. The authors also developed a
tool, MUTWEB, for automated testing of their proposed mutation operator suite. For
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Fig. 13.2 Web applications faults classification

testing the proposed operators, an automated testing tool MUTWEB developed by
authors used to analyze operators’ performance on the listed experiments.MUTWEB
accommodates exclusively operators designed for testing web applications in the
earlier works. PIT [5] is an open-source trying out apparatus created through Coles.
So, it has four ranges to be unique, freak age, test determination, embedding freak,
and figuring out freakwithin the execution of the device. It employs operators centred
around conditions, like removing them, manipulating them, and is good with giving
the coverage metrics for the test suite [16]. Jester is a time-consuming mutation
testing tool as it consumes a lot of time to deliver the interpreted result. Jumble is a
bytecode level tool that mutates java class [8].

13.5 Results and Discussion

http://github.com/nanpj hosts a series of open sourceweb apps utilized byUpsorn and
Offutt aimed at performing their proposed mutation operators. The same is currently
used in the present work to evaluate the authors’ usefulness of the mentioned oper-
ators. A total of 10 applications are taken into consideration in the current position,
and a careful hand seeding of mutants is done to evaluate operators’ efficacy here.
The selection of apps is made based on their development using servlets. The apps

http://github.com/nanpj
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Table 13.2 Classification of proposed writers’ web mutation operators constructed on non
functional requirements

S.
no.

Operator’s
name

Explanation Group non
functional
requirement
affected

1 DSID This operator supports in the identifying. If a
web submission’s personal page portion remains
available in spite the user signing to expired
applications,

Incorrect
Conference
Administration

Security

2 DACD Remove the process of cookie repercussions
With this operator, the working and usefulness of
a web application was studied

Incorrect
Cookie
Administration

Performance

3 DHBR Boolean HTTP Substitution -On going session
authentication will logically face problems by
removing the Boolean meaning

Incorrect
Session
Management

Security

4 DFIR In order to analyze the working of the servlets
amid the interchange, Forward Involved the
inter-changed keyword mechanism can helps the
application efficiency

Incorrect
Session
Management

Security

5 DRDUR Request Dispatcher URL
Replacement—Modification of the URL in the
request dispatcher method to verify web
submission rendering

Incorrect
Conference
Administration

Security

6 DCD Close Removal form—conn. Close () approach
where the creator unknowingly loses out as
coding allows resource lines such as database
access to be maintained, which could impede the
output of a web service

Incorrect
Conference
Administration

Performance

7 DSSR Entity name can be used to Substitution—set
Attribute is validate the appearance of a web
application

Incorrect
Conference
Administration

Security

8 DGSR Replacement of session name—URL session
names are manipulated using some arbitrary
values to check and see if unauthorized access to
the web app can be obtained

Incorrect
Session
Management

Security

9 DCDM Modification of the Cookie Process—this model
is changed and a value that is arbitrary is
replaced to check the actions of the web client

Incorrect
Cookie
Administration

Performance

10 BAR Basic Authentication Substitution—tries to
manipulate the server’s internal demand to
authenticate the customer to obtain web server
entry

Incorrect
Conference
Administration

Security

11 AAR Advanced Authentication Substitution—The
backend bugs of the mobile interface can verified
this operator easily

Incorrect
Session
Management

Security

(continued)
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Table 13.2 (continued)

S.
no.

Operator’s
name

Explanation Group non
functional
requirement
affected

12 XSSC In order to insure that that the attempt is halted,
the web site cross verification and intrusion are
very danger to using the search query given by
the web service

Cross-Site
Scripting
Vulnerability

Security

13 DRUR URL modification is performed using a script
like below:
RequestDispatcherrd =
request.getRequestDispatcher(“Welcome.html”);

Incorrect
Session
Management

Security

14 DSGD Web app’s get Quality task is removed Incorrect
Conference
Administration

Security

15 DPR User interfaces that are based on JDBC are
updated with its port numbers

Database
Updation
Failures

Security

16 DPD JDBC dependent web apps with ip addresses are
deleted

Database
Updation
Failures

Security

17 DDNR Database names for JDBC related web apps are
substituted with different names and the default
password protection is verified

Database
Updation
Failures

Security

18 DLDR The same driver used in the back—end database
relation is substituted by a new driver

Database
Updation
Failures

Security

19 DSSD Servlet-based web applications are set to
uninstall the Attribute function

Incorrect
Conference
Administration

Security

are referred to as Experiments represented as and refers to experiments. Web Stutter,
Study InfoSys, computerGPA,BSVoting,Conversion,H.L.Voting,KSVoting, faults
needing, Irregular String, and Check24Online are ten programs selected for experi-
mentation. Web Stutter offers a recurrence of rehashed phrases for a given statistic.
KS Voting, BS Voting, and HL Voting are understudy online hustings programs that
permit an understudy to solidify a poll in opposition to specific understudies’ votes.
Given a small college management application were for the students enrolled credit
hours and grades are given, PCGPAdistributes an understudyGPA.Changemanages
to change one estimation over to some other on the internet. Fault seeding is an app
that maintains all faulty versions of the software. Random String enables a user to
choose strings randomly with or without string replacement. Check24online is an
online card game that presents output based on the entry of the user.

A portion of the highlights of the examinations under Test like information base
availability, treats, meetings, confirmation, and so on are considered for approval in
opposition to the proposed administrators. A plotting of mutants generated versus
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mutants killed based on performance operators is presented in Fig. 13.3. it is evident
that many applications fail to implement some performance operators. There can be
performance degradations in the web application on the fly. The analysis reveals that
the number of persistent mutants is more in number with the proposed operators, as
shown in Fig. 13.4. Hence it is highly recommended to use the proposed mutation
operators for web application development to ensure performance and security. The
persistent mutants reveal that not all web applications developed to view the required
essential security and performance features. Using this mutation testing site as a
reference point, to begin with, web application development would become easy,
bug-free, and better.

Table 13.3 summarizes the experiments under research with the interest of a range
of code lines in every net utility below assessment. The absolute quantity of segments
each web app encompassed.

Table 13.4 summarizes all the mutants generated against each experiment and the
number of mutants killed. Mainly focuses on the performance testing operators of
web apps. Killed mutant signifies that the test case is intact. Table 13.5 presents the
security-based mutation operators for web apps, the number of generated mutants
against each web app and mutants killed are presented. However, it is observed
that some operators cannot be applied to certain web applications as those features
might not be implemented in those web applications. Then those operators become
irrelevant from a testing perspective. Plotting the generatedmutants against the killed
mutants for performance-based operators and security-based operators is presented
in Table 13.6.

Summary of mutants killed and generated experiment wise are analyzed in
Tables 13.7 and 13.8.

A M score is utilized towards identifies the usefulness of a test suite and hence
helps use to infer whether the test suite is adequate or not [30]. Projects the mutation
operator suite’s averagemutation score against each experiment and overall mutation
score against all the experiments is 0.9666, which indicates the quality of test data
used towards performing mutation testing of web applications. Mutation verification

Mutants Generated

Mutants Killed

Fig. 13.3 Plotting of mutants generated and killed based on performance operators
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Table 13.3 Experiments list
and size of experiments

S. no. Subjects Components LOC

1 webStutter 3 12

2 StudInfoSys 3 1766

3 computeGPA 2 581

4 BSVoting 11 930

5 Conversion 1 388

6 H.L. Voting 12 939

7 KSVoting 7 1024

8 Faultseeding 5 1541

9 RandomString 1 285

10 Check24Online 1 1619

could be used for a Test-driven development (TDD) approach using an optimized
operator suite for better performance and web applications security [32–35].

13.6 Conclusion

The proposed mutation operators are adept at identifying potential futuristic short-
comings of the application under Test like performance and confidentiality of the
web extension. The operators are successfully pointing the future security holes in
the experimented subjects. They are proven to be high utility test cases that can help
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Table 13.4 Summary of mutants generated and killed affecting the performance of a web
application

Mutants generated Mutants killed

S. no. DACD DCD DCDM DACD DCD DCDM

e1 1 0 0 0 0 0

e2 1 9 0 0 0 0

e3 0 0 0 0 0 0

e4 0 0 0 0 0 0

e5 0 0 0 0 0 0

e6 0 0 0 0 0 0

e7 0 0 0 0 0 0

e8 1 1 1 0 0 0

e9 0 1 0 0 0 0

e10 0 1 0 0 0 0

a tester and a developer, thereby setting a high standard for developing web apps.
The DACD, DCD, and DCDM operators caution the developers of the impending
problems that the web app can create if not handled rightly. The operators analyzed
here mostly address servlets based web applications.

13.6.1 Future Enhancements

There is a shortage of operators in python and other programming languages based
web applications. There is a need to integrate the mutation testing suite into a CI/CD
(Continuous Integration/Continuous Deployment Pipeline) to help developers come
up with a bug-free code, to begin with. The MUTWEB tool needs to be enhanced
further to perform automatedmutation analysis of the applied operators on the subject
web applications. The usefulness and importance of each proposedmutation operator
need to computed using a quantitative measure, thereby prioritizing the operators’
needs.
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Table 13.7 Summary of mutants killed versus generated experiment wise

S. no. Experiment no. Mutants Equivalent Killed

1 e1 9 2 5

2 e2 5 2 3

3 e3 43 1 41

4 e4 14 1 13

5 e5 61 0 61

6 e6 54 0 54

7 e7 3 0 3

8 e8 213 1 210

9 e9 1 0 1

10 e10 4 0 4

Table 13.8 Mutation score
experiment wise

S. no. Experiment no. Mutation score

1 e1 0.71

2 e2 1

3 e3 0.976

4 e4 1

5 e5 1

6 e6 1

7 e7 1

8 e8 0.990

9 e9 1

10 e10 1

Avg. mutation score 0.9666
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Chapter 14
Recommending Products Based on Visual
Similarity Using Machine Learning

Umair Ali Khan, Fayaz A. Memon, M. Amir Bhutto, and Adnan A. Arain

Abstract A product recommendation system is aimed at providing an improved
shopping experience to the users, thereby increasing the revenues. The text-based
product search on most of the online stores is based on the past search history
of the user and/or the other characteristics associated to the products, such as the
annotated labels, price range, category, description, size, color, and other attributes.
Though, this traditional method has adequate performance, however, it is prone to
the issues pertaining to improper annotation of the metadata related to the prod-
ucts. Due to the recent advancements in machine learning, product recommendation
using machine learning is getting increasing attention. Over the last one decade,
tremendous progress in machine learning and computing has paved the way for effi-
cient product recommendation. In this book chapter, we present a critical analysis
of product recommendation using the traditional methods. Specifically, the book
chapter explores the prospect of product recommendation based on visual similarity
using machine learning which is rather a new concept in this domain and is getting
increasing attention in research community. The chapter also explores the underlying
challenges and discusses the future directives.

14.1 Introduction

A product recommendation system is aimed at providing an improved shopping
experience to the users, thereby increasing the revenues. The product search on most
of the online stores is based on either the past search history of the user or the
other characteristics associated to the products, such as the annotated labels, price
range, category, description, size, color, and other attributes. Though, this traditional
method has been known to provide satisfactory results, however, it is prone to the
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issues pertaining to improper annotation of the metadata related to the products. The
same issue arises in online search of images, videos, and other type of data. The
research on manual metadata generation has shown that the human annotated data is
imprecise and lacks consistency [1].

As depicted in Fig. 14.1, the existing product recommendation systems can be
broadly classified into three categories: (i) collaborative recommendation systems
[2], (ii) content-based recommendation systems [3], and hybrid systems. In collab-
orative recommendation, the shopping or product browsing actions of a user are
used to predict the choices of another user. For example, if one user browses the
items of LCD monitor, but ultimately purchases a printer, the collaborative tech-
nique will attempt to find a correlation between these two products. By getting data
from more users and confirming this association, it will eventually begin to influ-
ence which products are being recommended. Collaborative filtering can be further
classified into model- or memory based. Model based systems require a model for
user-item interaction. Whereas, memory based systems rely on similarities between
users or items in terms of observed interactions. An obvious drawback of collabo-
rative filtering is that it requires past history of users’ actions to build an association
among the similar products. In addition to this, they require huge data and also pose
challenge in terms of new products and users.

In content-based product recommendation system, the items liked or purchased
by a user in the past are used to recommend the similar items. This technique requires
matching the attributes of a user profile in which preferences and interests are stored,
with the attributes of a content object, in order to recommend to the user new inter-
esting items [4]. The hand-crafted features of products used in this technique require
expertise, are prone to known issues, and have limited ability to expand on the user’s
existing interests. A hybrid recommendation system combines the features of both
the systems for product recommendation.

It is evident that in the aforementioned systems, a past history of product associ-
ations and/or users’ pre-stored preferences are required. Hence, the performance of
these systems improves over time, rather than giving immediate results. Therefore, a

Fig. 14.1 Classification of recommendation system
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recommendation system which can immediately recommend the similar products to
a user without requiring his past usage or preference history could be more efficient.

In contrast to these approaches, a recommendation system based on the visual
similarity of products could bemore productive. At the same time, such system could
be immensely effective in searching/browsing the products based on the similarity of
visual features of a given image of a product. For example, one can search a particular
chair of his choice by passing its visual features (query image) to the recommendation
system to obtain the desired recommendations. This visual similaritywill further help
to find thematching of related products. For example, one can find a compatible table
matching with a particular chair based on the visual similarity. Such a system falls
into the category of content-based filtering.

The development of such a system requires extracting the visual image features
of a product of interest and matching them with the features of the whole database of
products to find the objects with the best match. That said, the diversity of product
shapes could make the mathematical formulation of hand-crafted features [5] an
extremely challenging and inefficient task. At the same time, the issues pertaining to
the hand-crafted features offer yet another dedicated challenge.

The recent advancements in machine learning have paved the way for efficient
pattern matching and learning. Especially, the emerging field of deep learning [6] has
proved to be immensely effective to learn complex patterns in a given data. Another
appealing feature of deep learning is its efficacy to learn the underlying patterns in a
data without requiring a- priori mathematical model. Hence, deep learning could be
efficiently used to find the visual similarity of products in a recommendation system.

In this chapter, we first critically analyze the existing progress ofmachine learning
for product recommendation. Subsequently, we explore the potential of deep learning
and the corresponding challenges for product recommendation based on visual simi-
larity of products. The survey presented in this chapter stands apart from other related
studies in the sense that we first provide a comprehensive review on the existing
product recommendation systems and then compare their performance with the one
using machine learning and, in particular, deep learning. Apart from that, we also
highlight the potential challenges and research directives in this domain which could
be useful for the researchers starting to work on this topic.

14.2 Related Work

A number of techniques have been introduced for product recommendation systems.
The authors in [7] use a product taxonomy and customer classification to identify
customers’ shopping behavior, thereby recommending the relevant products. The
technique proposed in [8] uses multi-attribute decision making to find the utility
values of products in the same product class. These values are used to recommend
the similar products. Another technique proposed in [9] exploits the consumers’
current needs obtained from the system-user interactions to develop a fuzzy-based
recommendation system for consumer electronics to retrieve optimal products. In
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[10], the authors build a customer profile model to recommend similar products by
using information such as clicks, basket interactions, purchases, and interest fields.

The technique proposed in [11] derives product ratings to apply collaborative
recommendation to online transaction data even when no explicit rating information
is available. Another technique proposed in [12] detects users’ purchase intents from
their microblogs in near real-time and makes product recommendation based on
matching the users’ demographic information extracted from their public profiles
with product demographics learned from microblogs and online reviews.

The product recommendations in [13] are based on intelligence contained in
processing elements and subjective and/or objective product information received
from consumers or input to the systems as part of their initial setup. The output of
the systemcomprises sets of products that theypredict the consumerwill prefer and/or
perform well for the problem or concern identified by the consumer. Similarly, the
technique proposed in [14] obtains users’ feedback to score products and assign them
certain ranks. The ranks are finally used to get an aggregated final users’ ranking.

In a different approach [15], the authors propose a technique to extract product
adopter mentions from online reviews. This information is categorized to form
different demographic user groups. The aggregated demographic information of
many product adopters can be used to characterize both products and users, which can
be incorporated into a recommendation method using weighted regularized matrix
factorization.

In a more recent approach [16], machine learning is used to combine the bene-
fits of memorization and generalization for product recommendation systems. In a
similar way, microblogging and social media information is also used for product
recommendation systems. The technique proposed in [17] uses the linked users
across social networking sites and e-commerce websites (users who have social
networking accounts and have made purchases on e-commerce websites) as a bridge
tomap users’ social networking features to another feature representation for product
recommendation.

Amore recent approach [18] uses a product configuration processwhich is tailored
to the characteristics of the particular decision makers. Exploiting the potential of
deep learning, the technique proposed in [19] uses a specific deep neural network
to extract the content features of the items. A collaborative filtering model, which
models and utilizes temporal dynamics of user preferences and item features, is
modified to take the content features into prediction of ratings for cold start items.
In [20], the authors use collaborative filtering approaches to address the issue of
sparsity and scalability using dimensionality reduction and ontology techniques. The
ontology is used to improve the accuracy of the recommendations in the collaborative
filtering part.
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14.3 Visual Similarity Based Product Recommendation
Using Machine Learning

Sometime the user wants to search for a product based on a query image. The need
for this type of search arises in the following cases.

• The appropriate descriptive information of the product is not available. For
example, the user sees a product somewhere, likes it and wants to buy it for
himself. However, he does not know the precise name of the product, manufac-
turer and other specifications. The least he can do is to take a photo of the product
and randomly search it on online shopping stores.

• The service provider or the online vendor does not have the accurate or complete
metadata about the product. This restricts the user to find his item of choice easily
as he does not have descriptive information of the product.

• The user may want to find items which are visually similar to the item of his
choice irrespective of the model, manufacturer, price range and other features.

• In case of a “cold start”, a problem where no search or preference history is
available, it is very difficult for an online vendor to recommend products.

The existing product recommendation systems cannot server purpose in the
above-mentioned scenarios. Only a machine learning based product recommenda-
tion system, capable of matching the visual features of the products, can be effective
in these cases. Since a content-based machine learning algorithm, which is intended
to exploit the visual similarity of the products, is required to be trained on the visual
features. The extraction and/or modeling of visual features using the traditional
approaches is not trivial and robust. But deep learning solves this problem in the
sense that it does not require any engineered features to learn the product similarity.
Hence, the current research on product recommendation based on visual similarity
(and other aspects) has been directed on deep learning. This is the very reason why
the traditional machine learning algorithms such as support vector machines, shal-
lower neural networks, Naïve Bayes, random forests, decision trees, etc. have no
longer been effective to address the ever-increasing diversity of products and sheer
amount of data generated on daily basis.

The recent advancements in machine learning, in particular deep learning, and the
availability of data and required computing power have accelerated research in this
domain. The relevant literature demonstrates several techniques of product recom-
mendation based on visual similarity. The authors in [21] propose a technique which
determines a user’s preferences by initial recommendations of products and refining
its recommendations. The same technique is used by somemovie streaming websites
such as Netflix which captures a user’s preferences by initial recommendations of
diverse movie genres. However, this technique is strictly dependent on the diversity
and completeness of the initial recommendations.

The technique proposed in [22] constructs an item-item visual similarity matrix
by computing visual similarity between each two products. However, this technique
also requires a user-item matrix to integrate with the visual similarity matrix which
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limits the performance of this technique in case of new users or incomplete ratings
given by the users.

Shankar et al. [23] more effectively address this problem by proposing a deep
learning based network, called VisNet, for quantitative estimation of visual simi-
larity between two images containing fashion items. Their proposed system has
been implemented on a large online store and is reported to deliver an impressive
accuracy. However, after the emergence of more efficient and complex deep learning
architectures, the efficacy of this technique can be further improved. In a similar but
more recent technique [24], the authors propose a two-stage deep learning framework
to recommend fashion images based on a user-input image.

In a different technique [25], the authors use Generative Adversarial Networks
(GANs) to retrieve a ranked list of shoe images similar to queried shoe image.
GANs are originally used to generate visually realistic fake images. However, this
technique also demonstrates the potential of GANs for an entirely different task of
product recommendation. However, since the proposed system was only trained for
shoe images, its scalability is yet to be ascertained.

14.4 Challenges

The development of a product recommendation system based on visual similarity
offers several challenges including, but not limited to, the following:

1. The training dataset comprising catalog images captured under controlled condi-
tions should cover different variations between images of the same item such as
complex backgrounds, extreme perspective variations, partial views and poor
lighting [23].

2. The visual similarity based product recommendation system must encompass
the higher and multiple level of abstractions in the same way as human brain
does.

3. The systemmust be able to exploit transfer learning to incorporate new products
with minimal effort and expertise.

4. The system should be able to cover the enormous diversity of products and their
variants.

14.5 Research Directives

Following potential research directions are highlighted in this domain.

1. Visual similarity based product recommendation may be integrated with collab-
orative filtering to give a better user experience. In case where the user data
is available, the fusion of these two techniques is expected to deliver better
performance.
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2. For images with cluttered background or unnecessary parts, the object of
interest first needs to be segmented before sending the query image to a recom-
mender engine. This will improve the recommendation accuracy and alleviate
the amount of data to be analyzed.

3. In case the query image contains multiple objects, the policies to consider these
objects together or separate objects may be devised.

4. A ranking of various clusters of similar products can be generated which may
be modified based on user’s feedback.

14.6 Conclusion

Product recommendations based on visual similarity does not require user’s data
and eliminates the problem of cold start. Due to the immense potential of deep
learning, this technique is finding increasing acceptability and is soon to replace
the traditional recommendation systems. Alternatively, the good features of content-
based and collaborative filteringmaybe combined to give an even better performance.

In this chapter, we first described the need of a recommendation system based on
visual similarity and highlighted the potential of machine learning, in particular deep
learning, for this task. We discussed the traditional approaches of recommendation
systems with their categories. We also provided a critical analysis of the existing
techniques of recommendation systems based on visual similarity. At the end, we
presented some potential challenges in this domain and future directives.
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Chapter 15
AIIOT: Emerging IoT with AI
Technologies

Sandeep Mathur, Tanvi Singla, Kunwar Bharat, and Ajay Rana

Abstract The term internet of things (IoT) refers to the interconnection of various
smart devices and objects across the world. In recent times IoT technology has seen
an immense increase in its usage as the government around the world is getting
automated. The services are getting advanced day by day and affecting the general
population. It is dependent on Big data analysis, such as smart governance, auto-
mated grid system, automated medical services, and many more. Its usage is getting
extended to the services of every mainframe function from defense technology to
heavy grade industries. IoT is in the implementation stage. Its impact is more than
technological advancement. In the current research work, the following sections will
illustrate the introduction of IoT, IoT functioning, important components of IoT,
the architecture of IoT, application of IoT in general life, smart governances, smart
cities with various automated services which are increasing day by day. The biggest
example can be referred to as fast tags services which include automated service
of doing payment on the national highway of India. Further, the role of artificial
intelligence in IoT has been described and it is followed by the most alarming topic
in IoT that is intrusion detection in IoT.

Keywords Internet of Things · Automation · Artificial intelligence · Intrusion
detection

S. Mathur (B) · T. Singla · K. Bharat · A. Rana
Amity Institute of Information Technology, Amity University, Noida, Uttar Pradesh, India
e-mail: smathur@amity.edu

T. Singla
e-mail: tanvi.singla@student.amity.edu

K. Bharat
e-mail: kunwar.singh8@student.amity.edu

A. Rana
e-mail: ajay_rana@amity.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
P. Kumar et al. (eds.), A Fusion of Artificial Intelligence and Internet of Things for
Emerging Cyber Systems, Intelligent Systems Reference Library 210,
https://doi.org/10.1007/978-3-030-76653-5_15

269

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76653-5_15&domain=pdf
mailto:smathur@amity.edu
mailto:tanvi.singla@student.amity.edu
mailto:kunwar.singh8@student.amity.edu
mailto:ajay_rana@amity.edu
https://doi.org/10.1007/978-3-030-76653-5_15


270 S. Mathur et al.

15.1 Introduction

IoT is defined as a network of physical objects-devices, instruments, vehicles,
buildings, and alternative things that are equipped with circuits, wires, physical
science, software, sensors, and property tools that change these objects to gather
and exchange information. To make these physical objects independent of human
help for running their functioning and ability the physical object is equipped with
sensors, communication, networking, and information processing technology. It can
perform various IoT functions like data transfers, home automation, robotics, and
many more. To date, varied technologies have been concerned in IoT, like wireless
sensing element networks (WSNs), barcodes, intelligent sensing, radio-frequency
identification (RFID), Near Field Communication (NFCs), cloud computing Etc.

15.1.1 Architecture of IoT

The basic andmost important requirement of an IoT system is a proper connection for
its continuous automated function for performing various tasks, the connection must
make sure that physical objects used in IoT are connected for this process a proper
architecture is required and that IoT architect must assurance of IoT operations,
which connects the physical and virtual worlds. The architecture of IoT will involve
elements such as networking, communications, processing, etc. as shown in Fig. 15.1.

15.1.1.1 Service-Oriented IoT

Things in IoT will have interactions in real-time. This will force IoT to be adaptive
because efficient adaptability will provide easiness in the interaction between the
devices undisturbed communication services among them. So, in other terms, IoT
must have a decentralized and heterogeneous system. One of the most important
features of IoT is to treat a complex system in the form of a subsystem and define
its functionality more simply. Each subject device in the system can be reused and
maintained individually so it can be reused whenever they are required.

15.1.1.2 Sensing Layer

The way IoT has described itself as an extended smart interconnected network, in
which smart things are connected steadily and can be accessed from anywhere. The
term smart system in IoT is functional on sensors and tags. This system of automated
objects is in place for automated sensing of the ecosystem in which it allows them
to interchange the data in that present ecosystem, so things can be uniquely charac-
terized, and surrounding ecosystem can be used for various application [2]. Every
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Fig. 15.1 Architecture layers of IoT [1]

sensor is a sensing layer that has a digital identity, and it can be found in the digital
domain of the sensing layer. UUID Universal Unique identification is used to give a
unique identity to every object. The identifiers contain names and addresses.

15.1.2 Network Layer

The main role of the network layer is to perform tasks in a subsystem manner. In
the network layer, everything is connected, and it gives them an allowance for the
awareness of the surroundings. In network layer data is shared between connected
things and it is crucial to automated processing management in IoT as shown in
Fig. 15.1. For continuous sharing of data by smart objects require a strong connected
network with full automation, so every object should be able to switch and perform
their roles when required.
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15.1.3 Service Layer

As from the layer name, we can approach it with the formula that it will provide
services and application to the IoT, with a cost-effective providence of hardware and
software. The main working mechanism and responsibility of this layer is to locate
new services for the application in the network and collect data about the provided
services. Different organization has developed various standards for the functions
in the service layer, but a universal functioning of the layer is very important for
IoT [3]. The service layer of IoT must have a minimum no of applications. The
interface of application programming with the support of protocol is required for the
services in this layer which can perform various tasks like storage, management of
data, searching platform and communications.

15.1.4 Interface Layer

In this layer of IoT, a huge number of devices are connected and there are different
services provided to different peoples, hence it cannot be complying with the same
standards. For a good service-oriented interaction between the devices. That compat-
ibility issue must be resolved. Good compatibility between the devices will increase
the efficiency of the exchange of data, communication, and event processing. To
simplify the management and interconnection between the devices a strong effective
mechanism is required. In other words, the interface layer can resolve this issue and
act as the front end of the IoT.

15.2 Advantages of IoT

15.2.1 Efficiency of Decision Making

The biggest advantage of IoT in the industrial sector is the efficiency of decision-
making Example—IoT solutions into the traditional ERP (Enterprise resource
management) and CRM system is to monitor them and collect data, the received data
from the software can help the corporate to improve their reaction time so further
it can transform into improved diagnostics, higher revenue, and better customer
satisfaction [4].
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15.2.2 Good Maintenance or Predictive Maintenance

IoT technology provides real-time data so you do not have to depend on primitive
data for planning maintenance schedule for your functioning machine.

15.2.3 Timesaving

By using IoT on daily basis on the industrial level it saves time by performing many
automation tasks which on the other hand if done by humans then the process will
extend and take more time.

15.2.4 Analysation of Data

The main mechanism of IoT is to collect data and analyse it on a certain level as the
technology is evolving day by day the efficiency of collecting data by IoT is also
increasing and its effects and improve several factors related to IoT like performance
and reliability.

15.2.5 Safety and Security of a Manufacturing Plant

The big data analysis of IoT can improve the overall workers and employee security
in the plant [5], by monitoring key performance indicators (KPI’s) health and safety
like rate of illness, the no of injuries, near misses’ accidents, vehicles accidents, and
property damage or loss during daily operations.

15.3 Challenges in IoT

The Internet of things (IoT) has been one of the biggest developments that hit the
world in the last somedecades. Itwas a necessary development in today’sworldwhere
we are using the Internet to run our devices and connect with others. Today’s ideal
world has the potential to change life as we know it. Implementing IoT architecture
is not going to be easy. According to some researches, the implementation of IoT
is going to be complicated or not so easy. For developers, IoT is one of the major
challenges that need to be understood and applied properly. The consequences of
poor implementation can be drastic. The following points given below are to prevent
IoT from getting hampered:-



274 S. Mathur et al.

I. Scalability—The implementation of IoT at a larger scale is very important for
its proper and efficient functioning.

II. Security—The biggest challenge for IoT developers since its initiation has
been its security. Connected devices with each other can leave them open
to spiteful imposition and hacking. Security in IOT infrastructure concerns
not just developers, but also corporations and government. Hacking into
such infrastructure has already created many problems, such as the attack
on Ukraine’s power grids or the 2009–10 attack that destroy Iran’s nuclear
centrifuges. Corporations open to such attacks can see paralyzing losses. But
as IoT becomes more and more implanted in our life, it is not just the corpo-
rate information and government installation that are under attack. Hacking
of devices like automated cars can ever cause loss of life. we have today, the
solution also must be multi-tiered. We need gateways to gather sensor data and
using a cryptographic layer for authentication. This will ensure that devices
cannot be easily hacked, andmalicious commands relayed.We need a stronger
password framework since it has proven it to be the most effective first layer
of defence [6]. Fortunately, we have many developers working on developing
security software to create an ironclad framework for theburgeoning IoT infras-
tructure. This includes working on better sensors at gateways, secure software
development and using the cloud to update and manage security.

III. Connectivity—We are facing the major difficulty of connectivity. The most
effective data gathering is typically through server-ride software. However,
poor connectivity can hamper this function. this is true for certain devices
that are used in remote locations. The solutions can be the delay in uploading
the data. All information can be stored and then uploaded when the device
connects to the web.

IV. Adaptability—Adaptability is one of the biggest issues in evolving IoT tech-
nology, among the industries this. will require a change at certain levels in the
way organizations design and argument their industrial technique and process.
IoT systems must be extensible and adjustable through software or services
that integrate the overall solutions. Changing any technology and developing
it into IoT is a very complex process it requires regular hardware and soft-
ware updates with maintenance and many more things which will increase the
complexity in setting up the IoT technology.

V. Cloud computing—For any innovation that cycles or stores data, information
security and protection issues are its primary goal. In like manner, for Cloud-
IoT, the issues identified with security and protection are the best concerns
since it is straightforwardly connected with the trust of clients. Previously,
there had been hacking and falsification cases with both presumed and non-
rumoured organizations on the lookout, which brought about extraordinary
misfortunes. Security danger related with IoT is substantially more disturbing
because for an example, dissimilar to security dangers in financial area which
may bring incredible monetary misfortune, any danger to medical services IoT
applications associated with the Cloud is perilous.
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15.4 Literature Review

As we have earlier discussed the architecture of IoT, some of its advantages and
challenges also. We have mentioned below some of the papers which were published
under the same domain. Table 15.1 mentioned below shows the summary of previous
research done on the Internet of things, artificial intelligence and their applications
including intrusion detection and many other topics related to IoT.

Table 15.1 Reviews on various previous work on IoT

Author’s name Outcomes Future work Reference number

Misra, D., Das, G., &
Das, D.

This paper introduces
the opportunities of IoT,
application fields and
analyse the challenges
of IoT

The future of IoT will
be expected to be
unified, unsealed, and
extensive. IoT has
become an unavoidable
trend of development of
information industry

[6]

Ashish Ghosh,
Debasrita
Chakraborty, Anwesha
law

Artificial intelligence
technology may be led
to control human life in
many aspects and we
will depend on them for
everything

We may have a smart
cyber revolution and
automation without
unrestrained
employment

[7]

Artur Miguel Arsenio,
Fernando Nabais

IoT focused on
observing current
approaches for all these
intelligent things
connected and
communicating

Man, in the middle is
used in attacking to
penetrate any system
and we can use it in
securing IoT

[8]

Okwori Anthony This paper represents an
overview of intrusion
detection in IoT as well
as detail knowledge of
various threats

Detection system will
identify suspicious
event and let the system
administrator or security
officer decide whether
to start an investigation

[9]

Pradyumma Gokhale,
omkar Bhat, Sagar
Bhat

It describes the
upcoming technologies
of the internet were the
physical things could be
acquired and identified
through the internet

Every available thing is
getting smarter and
many new technologies
will emerge in
upcoming years

[10]

Ah-lian Kor, Colin
Pattinon, Max
Yanovsky, Vyacheslav
kharchenko

This paper describes
about smart homes,
smart health and care,
smart quality of life

It involves the
development of an
advanced and flawless
integrated IoT enabled
ecosystem and services
to support smart livings

[11]
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15.5 Applications of IoT

15.5.1 Smart Governance

Smart governance is an extended version of e-government both built on the Internet
of things. In the current scenario, the smart government can be categorized as new
generation and extended smart government. The Internet of things has modernized
the various things in the twenty-first century and played a key role in making and
maintaining smart cities. Smart cities imply in establishing an imperishable tech-
nological process for managing cities from utility control, electricity housing to
transport control. The main goal behind developing this technology is to improve
the quality of life while reducing the cost. Despite some challenges, smart govern-
ment initiatives have made in Dubai, Australia, Singapore, and India with positive
results. Governments around the world have realized the immense benefits of IoT,
and they have started allocating heavy budgets for the development of smart govern-
ment technology with IoT [12]. The e-government function on the automation with
process and support of administration paper-free offices, data maintenance, infor-
mation recovery, interdepartmental connections, and workflow mechanized. Smart
government, on the other hand, provides the public with open and transparent data.
Smart government is a combination of digital government and smart cities and we
can divide smart government into two parts, first is called extension smart govern-
ment which introduced to an extension of traditional e-government. The second is
the next generation smart government which is the collation of government 2.0 and
smart cities (Fig. 15.2).

Fig. 15.2 Model of smart governance [13]
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15.5.2 Smart Homes with IoT

IoT is a set of terms used for all the technology that allows the connection of the device
to the internet and this system functionality is dependent on the collection of data
and processing it for various automated IoT functions that can be used for a certain
scenariowhen the respective situation arrives. Let us take an example of an automated
bread toaster machine that can be programmed for automatic off and on the function
when the machine completes its task of toasting the bread. Now imagine the same
situation with all the devices present in the house from a washing machine, television
to the home theatre even the doors and windows are on the automated function where
you don’t have to go to every device for shutting it down manually you can do it via
voice command or with an AAP, now just imagine furthermore forward where you
don’t have to even give command also everything is analysed on the activity of your
daily life via collecting data from various automated sensors installed in the home
and they perform the tasks by analysing the same data like closing doors, windows,
lighting, almost everything in the house and that is where the future of IoT with a
smart home lies. A set of systems of light that is connected to an automated system
and its functioning work on various criteria like daylight brightness, automatically
switched on as sunsets, detecting motions at midnight and switching on the light, and
there can be many others functions which can be included in this automated lighting
functions [14]. Doors in the future can be smarter, just think they open and close
when you enter and exit, and it can be programmable for various other functions
including security functions also example just by your voice command all the doors
in the home are on lockdown and this can be made possible by facial recognition,
smart apps, and voice recognition. These days thermostats are controlled via various
apps but as the IoT is progressing in the future wewill not we are needing the apps for
that. The thermostat will be able to recognize you near home and then check the home
and external temperature and set the preferred temperature for you. It may monitor
your actions and adjust the temperature accordingly like when you are exercising or
showering. Now combine all the above system in one home connected to a smart
device, there are smart sockets presents in a home that turns off and on automatically,
smart alarm, voice assistants can read the newspaper and the whole routine which
includes several home devices like lights, home appliances, thermostats, and other
devices are controlled shutters in morning opening by themselves and many more
other things IoT is smart home is the future (Fig. 15.3).

15.5.3 Fastags with IoT

Fastags device comes under the national electronic toll collection (NETC) program
and it is designed to catch radio frequency identification (RFID) technology to make
toll payments directly while the vehicle is in motion. This tag will be fixed on the
windscreen of the vehicle and gives a luxury to the customers to make toll payments
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Fig. 15.3 The architecture of smart home application based on IoT and component technologies
[15]

directly from their account which is linked to the fastags payment portal which is
connected to a gateway payment services. This system was initially brought in the
picture as a pilot project in 2014 on the stretch of golden quadrilateral between
Ahmedabad and Mumbai. This was implemented in the Delhi Mumbai region of the
quadrilateral. This fastags technology is an absolute example of IoT. Just think in this
manner that the tagwith radio sensor ofRFIDand it is a veryminute technology in this
aspect of fastags, then it relates to a payment gateway which is linked directly to your
bank account or the wallet of the fastags services the next step is it will automatically
deduct the required tax according to the distance covered by an individual from the
last toll. This whole process involves so many automation services like capturing of
the tags then the details are processed related to the captured tags which have all the
information related to the vehicle, tags, model of the car then all details are confirmed
by the NETC mapper which checks and validates the status of the tag after that host
will calculate the fare and a debit request will be initiated to NETC system after the
validation of the tag, now this process request will transfer to the issuer bank for
deducting the money from the account of the customer now the host from the issuer
will send an SMS to the tag holder of deducting the required fare from the account,
and lastly, the host will send the notification to the person in toll plaza of payment
confirmation. This whole process required no output or input from human beings it
was automated as everything is connected through the internet and data processing is
the key role for its proper functioning and this process is less time consuming with a
healthy rate of efficiency. But it is a new technology, and it requires improvement at
certain levels and those improvements are done daily as this new technology evolves
day by day.

Following components are shown in Fig. 15.4 mention below-

1. Auditing module at the reader layer.
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Fig. 15.4 RFID system model [16]

2. Detection module at the middleware layer.
3. Action module.

15.5.4 Connected Cars

Sometimes we tend to visualize a scene degree passing associate degree exceedingly
in a very fantasy flick where AN actor is driving an automobile by voice command.
That fiction is turning into true these days with the blessing of IoT. The thought of
a connected automobile is once AN automobile or the opposite vehicle area unit
usually controlled by a smartphone or the opposite device that is connected with the
net.

• This manner of application contains plenty of sensors to look at ofttimes this
standing of the car.

• Analyses if any impediment is presently at the front of the car and take immediate
steps to avoid any accident.

• It should be a self-learning automobile with the employment of AI. With time,
AN automobile becomes a great deal of advanced and sensible.

• Predicts any machinery failure before it happens, that creates it a great deal of
wholly different than a daily automobile.

• Users can begin the engine by on voice command from a smartphone before
driving.

• The report of NHTSA says that it’s safer to use AN automatic automobile rather
than self-driven.

• Potential to manage home devices from automobile (Fig. 15.5).

15.5.5 Agricultural Drone

Monitoring a huge crop field is not simple. The agricultural drone is associate degree
aerial vehicle that will survey the massive field and reveal problems. Birds-eye scan
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Fig. 15.5 Architecture diagram of ‘Connected car’ ecosystem [17]

from the sky with sensors provides a clear and effective image. It will keep a decent
impact on agricultural business by saving time and proper land management choices.

• Valuate field analysis, crop health, crop growth, and tormentor attack.
• Analysis goes on administrate planting by drone technology.
• It will spray fertilizer and pesticides, that’s somuch effective than regular spraying

systems.
• With correct image method algorithms, a drone can notice the plant life attacks.
• Excessive water flow on the crop fields can ruin the fields. To forestall that status

device from a\u00a0\u00a0\u00a0\u00a0drone can notice further status during a
district.

• New job likelihood as agricultural drone pilot is returning (Fig. 15.6).
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Fig. 15.6 Agricultural drone system [18]

15.5.6 Smart Grid

The previous grid system sends electricity frompower plants to homes and industries.
However, the good grid consists of electrical instrumentality, electronic network,
automation, and power provide. In a different way, the good grid is two-way commu-
nication between client want and utility. The good grid makes responses in keeping
with the requirement of the client. It brings the chance to extend the potency and
output of a rustic.

• Sensing the cable good grid ensures correct electrical provide.
• Self-repairing characteristics of the good grid mean it will mechanically reroute

electricity throughout an influence failure.
• The transmission level of electricity is simpler than a typical grid system.
• Reduces electricity prices of the patron by suggesting them low-priority electronic

devices.
• During serious load, this IoT application suggests users cut back power consump-

tion (Fig. 15.7).

15.5.7 IoT in Military Field

There are several fields in the military in which we are using IoT devices. For
example—The environment of theMilitary can be put under observation to give help
to war fighters. Regardless of whether there is no war circumstance the basic natural
condition can cause misfortune to military units. Illustration of Siachen glacier is
well known to the Indian landmass, where war fighters need to face basic natural
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Fig. 15.7 Smart grid system [19]

circumstance for the expense of their lives. Using IoT, we have developed a wearable
gadget. This gadget has sensors and trackers to remove data as to the condition and
wellbeing status of military soldiers. Fighters can get to this strategic information by
means of show. A similar data can likewise be made accessible to military central
command to investigate the circumstance and make a suitable choice dependent on
it.

15.6 Intrusion Detection in IoT

Let us take an example of IoT connection, IoT connects with the internet through the
internet protocol version 6 (IPv6). It also has a six low power wireless personal area
network (6LowPan). Despite having various security features like encryption and
authentication the number of threat and attacks on IoT services are increasing day by
day. Wireless sensor networks (WSN), 6LoWPAN network or WSN are connected
to the un-secure and un-trusted internet services and sources. These vulnerabilities
have created a threat and open target for the physical interface, wireless protocols
and user interface of IoT [20]. Various penetration attacks can be done by hackers by
using the same resources that are used in the functioning of IoT. Therefore, intrusion
detection is the most important system for the protection of internals as well as
externals IoT components. A realistic approach can be described in four parts first is
a prevention unit, the detection unit for identifying components for security breaches
and an investigation unit can also be installed for studying the breaches and making
prevention methods for future intrusions. The focus of intrusion detection should be
on identifying unauthorized access in IoT networks and it can also inspect various
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hardware and software tools that can detect machine and user actions detect well
known malicious network activity and detect network intrusion.

(i) Common intrusion prone services of IoT

1. Home network routers.
2. Automated health devices.
3. Grid system services with IoT.
4. Connected car’s system.
5. Supervisory control and data acquisition system (SCADA).

(ii) Vulnerabilities on the internet of things network

1. Insecure network interface.
2. Insufficient authentication/authorization.
3. Lack of transport encryption /integrity verification.
4. Improper security configuration and /insecure software and firmware.
5. Poor physical security.

(iii) Types of attacks on the internet of things

1. Botnets.
2. Man, in the middle internet of things attack.
3. Data and identify theft internet of things and network.
4. Social engineering.
5. Denial of service attack.

The Intrusion detection in IoT network is possible in the following ways:

(i) Misuse detection: The whole database of attack is stored here, and it matches
the current scenario with the past attacks in the network, which has already
been stored form the studies of the past attacks. Its efficiency is directly
proportional to the information in the database.

(ii) Anomaly detection intrusion system: This intrusion system must start the
admin point it defines and controls the flow of network traffic load. In the form
of the software, the anomaly detection system will check the inconsistency
and compare it with the normal state that which constantly function normally
if there is any inconsistency in the network it will alert the admin support.

(iii) Network-based intrusion detection system: In this detection system, every
packet is examined properly which is transmitted through the network. It
can detect the harmful packets across the networks which are ignored by the
firewall security. A network-based id’s sensor has two interfaces with one in
a manageable unit. It communicates with the sensor through the management
interface. The observing interface is linked to the network section that is being
observed as shown in Fig. 15.4. It observes each packet that crosses through
the traffic and apply known attack signatures to every frame to detectmalicious
activity in the traffic. If it detects a match against any signature it alerts the
admin console.
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Fig. 15.8 Deployment of ids sensor and management console in a network [9]

(iv) Submissive andreactive intrusiondetection system: In submissive intrusion
detection system mainframe work is to observe potential security breach and
if the malicious activity is detected by the sensor then it will send an alert to
the console of the owner. In reactive intrusion detection, the focus is on the
suspicious activity in the firewall then it will reprogram all the system in the
firewall which will log off the suspected user then the sensor will scan the
whole system for the suspected user foe expelling the user out of the system
(Fig. 15.8).

15.7 Role of Artificial Intelligence in IoT

Internet of things is all about connecting physical objects around the internet and they
run totally on sensors and communicative devices without any intervention of human
need. As in 2020, only the world-wide number of IoT connected devices is around
17.6 billion [21]. So, what will happen when we combine artificial intelligence with
IoT artificial intelligence brings so many advanced functions and features which
use the collected data of IoT at so many different levels by using machine learning
datasets and many more tools and domains of artificial intelligence.
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15.7.1 Artificial Intelligence in Industrial IoT

Getting analytics by combining IoT and artificial intelligence can predict the equip-
ment failure in industries, and this will provide a boost start for early maintenance
procedures. It can predict the damages and help the company to boost its economy,
infrastructure and many more, the machine learning domain gives the industry a
possibility to identify patterns that lead to machine failures.

15.7.2 Increasing Operational Efficiency

Machine learning combined with IoT just not increase operational efficiency,
machine learning can forecast operational conditions in advance, and it can predict
the ecosystem with a neutral environment for efficient function of the machine.
Machine learning has a unique ability to detect patterns in constant data flow which
are barely visible to human eyes.

15.7.3 Enhancing Risk Management

Artificial Intelligence and machine learning combined with data set of IoT Govern-
ment and private organizations can detect risk in their provided services and auto-
mated response to those risks can be added as a service feature by private organiza-
tions and several government domains.Cameras are placed in various public places by
the government for safety purposes if we apply machine learning combined with IoT
to detect several risks at those places like an accident happens automated response bill
alerts the nearby authorities and nearest hospitals after detecting the risk factors from
the accident [22]. Law enforcement agencies around the world have a huge database
of crime that happened in the country in the past, machine learning combined with
IoT can be used to study those crimes and make predictions for possible crimes in
the future. IoT is all about sensors, tags, storage, management of data capability of
high in processing while staying connected with the internet. Functions change the
ecosystem in which they exist they do so together data and provide services accord-
ingly. If we enable IoT with artificial intelligence, then it will make the Iron Man’s
powerful Jarvis AI a reality.

15.7.4 Voice Assistant

The famous examples of IoT combined with artificial intelligence is voice assistant.
Voice assistant services respond to the owner’s command and the performance is



286 S. Mathur et al.

dependent on the third-party applications combined with cloud-based services. They
can perform various tasks like answering basic queries, booking cabs, reservation
for movies and restaurants, controlling home with automation services using relay
protocol light switching on and off light controlling smart doors and smartWindows.

15.7.5 Cyber-Physical System

CPS is an advanced engineered system that is built on high-end computational algo-
rithms and physical networks. Today’s CPS system is built on the foundation of
smart objects’ unification infrastructure communicational framework. These inter-
connected substructures like smart cities, smart governance, automated electric grid
system and many other smart devices which are connected for proper function of
these connections they are needed to be flexible and less expensive in implementation
[23].

15.7.6 Artificial Intelligence and IoT CPS

The IoT CPS scenario deals with the Hunk amount of data. Data act as a Centre
command in the big world of IoT. For intelligence data dependence decisions taken
by smart objects in the IoT system define the relation of IoT-CPS and artificial
intelligence [24]. It willmake every smart object independent tomake some decisions
by having some intelligence for local processing. Innodata dependent decisionsmore
amount of data should be utilized but should be feasible time when it is in use for
the services. Automated machine learning system how to process play amount of
data must have the following conditions. 1. Data preparation capabilities 2. Learning
basic and advanced algorithms 3. Adaptive processes with automation. 4. Scalability.
5. Enable modelling and real-time decision making. The IoT-CPS involves functions
that interact with a complex environment and this is a challenging scenario and these
systems must have advanced assets to aware and automatically asses the coming
faults and failures and these possibilities and scenarios of IoT-Cps will take our
planet towards a bright future (Fig. 15.9).

15.7.7 Cognitive AI and IoT CPS System

IoT is not just a subsystem of wireless networks, sensors, accumulators or collecting
hunks of data sensed by smart objects present in the range of the sensor. IoT is a
futuristic approach that features to connect every smart object in the world [26]. The
mechanism of these connected devices is justified by Programmable computing and
constant flow of data which have a constant progression and follow certain rules.
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Fig. 15.9 Technology extrapolation forecast for the fields CPS, AI and IoT [25]

But on the other hand, having a psychological framework is a good option because
they extract the hidden relations inside the ecosystem of IoT. The IoT CPS combined
with artificial intelligence I can manage 80% of the world’s data, that research called
unstructured data as shown in Fig. 15.5 for examples tweets, journals, images etc.
[27]. Cognitive in artificial intelligence with IoT-CPS works on the mechanism of
extracting the data from the understanding of the ecosystemwith the help of artificial
intelligence which trains the data packets and acquires them with a pre-knowledge
for better functions and efficiency. Hence this system can be taken as an extension
of IoT with the potential of self-learning.

15.8 AI Using IoT Devices for Security Additions

Today’s IoT has indulged itself in our daily life from the health care system to
infrastructure to interconnected smart cities and that’s where security in IoT arrived,
this does not mean that IoT is not a good initiative. Yes, there are many flaws in IoT
but with the help of several artificial intelligence domains, it can be improved. IoT
at smart homes has not the same security as the generic computers have. For one
thing managing so many devices is a nightmare. This is where artificial intelligence
comes in the scene as the many domains of artificial intelligence canmanage flaws of
security in IoT. AI especially adept at finding patterns when it is fed a large amount of
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data and data is always available in IoT. Infect IoT and AI can be merged to provide
the following domain-based solution.

15.8.1 Network-Based Solution

Instead of installing pre-security devices, a network-based solution will provide a
better option by imposing a defensive guard around the network. In this mechanism,
therewill be only certain devices thatwill be allowed in thenetwork, andheremachine
learning will come in action, it will create a unique identification signatures action. It
will create a unique identification signature for every device in the present ecosystem,
machine learningwill alsomonitor the traffic andwill match the unique identification
signature of every device which gets connected to the network. Machine learning
is used by big corporates and enterprises many attacks come with a general request
which a normal state in day-to-day traffic. IoT has a great advantage here because in
its network the connections can be set to a certain limit, so it is hard for malicious
activities to get inside the network and when a limit of connection has a certain
number then it is very easy to differentiate the changes between normal behaviour
and suspected behaviour of the connected device.Also, the trafficmonitoring services
of machine learning can be used to monitor the interconnections between the devices
to find the malware that might have to get past the outer perimeter of the network
and can identify the devices which are compromised [28].

15.8.2 Device-Based Solution

IoT devices face a very alarming issue of power processing and storage capacity
to facilitate the security functions and store huge database of signature, attacks,
malicious activity to protect them against the threats. Machine learning can help by
setting certain exit point security for IoT. The performance-based solution can be
developed over the signature-based solution and it is less resource-demanding and
can run without bogging down small processors.

15.9 Conclusion

The way IoT has grown in past years has affected every aspect of human lives from
early 2000. No one could have imagined that in just 20 years around 20.1 billion
devices with an investment of 6 trillion dollars worldwide would be connected with
several types of sensors and devices which make it independent of human hands for
them to up and running as the IoT technology is evolving day by day it is providing
solutionswhich seems to be impossible in the early days of technological revolutions,
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IoT is all about data small data big data from themicroscopic level to themacroscopic
level data is the main component in IoT. Although every developing technology has
its flaws and advantages IoT has big security concerns related to its certain services
from home automation to smart governance every service is vulnerable at some point
for hackers and from its malfunction. But as the IoT is used by big corporations
and enterprises its security has some vast improvements with the help of several
domains of artificial intelligence like machine learning. IoT is the future as the other
technology will evolve as the things will evolve more data analytics data processing
everything which is connected to data even the smaller technology. Also, it will
completely be dependent on IoT.We have discussed, IoT technology should be more
used in the military of an individual country. This will open gates for advancement
in IoT technology from its smaller to bigger components. IoT technology has the
very much potential to provide us with a better lifestyle at the appropriate cost.

15.10 Future Work

IoT is all about sensors, accumulators, collecting tons of data that are sensed by IoT
devices in ecosystems and environments. We have used IoT in smart governance,
smart cities, smart cars, personal cloud storage, and voice assistant. IoT has the
potential to do much better and can be used in the welfare of several other important
assets. For Example combining the IoT and Machine learning domains of Artifi-
cial Intelligence to build a threat assessment system, and use this whole system for
protecting important government assets, buildings, several army bases. Although
combining their security mechanisms with IoT will ensure fewer human casualties
and an early warning system that will prevent attacks in sensitive areas. IoT systems
can be used in several disaster management events to ensure minimum damage and
early warning systems will help the authorities to save more lives. The same security
features which are used to protect the IoT system, when combined with IoT and AI
then it is enough capabilities to secure defends and several grid systems on which the
country is running. In a battlefield and live combat soldier which are equipped with
combat suits, helmets, and weapon system all the equipment can be embedded with
advance sensors which can analyse and filter the channels of data and can watch
over soldiers biometric functions like iris, facial expressions, heart rate and later
this analysed data can be used as various scenarios for combat practices and from
the same data analyst and engineers can provide soldiers with advance equipment
like connecting the drone control to the automated system embedded on soldiers
suit and this can facilitate several advantages in combat like providing automated
recon before the forces have arrived on the scene can mark the location of enemy
combatants providing the types of weapons enemy has with the help of previously-
stored combat scenarios and IoT embedded AI can predict the several outcomes
which will directly or indirectly help the soldiers to not only survive lethal combat
it will also increase the efficiency of stealth so high-value targets can be captured
and higher threats can be neutralized behind the enemy lines as well as inside the
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country. The army base stations are an integral part of a country’s security system
as it has a tactical advantage in warfare. IoT embedded devices will act as an extra
protection layer to the base. Fully automated screening systems, security cameras
communicated in the network of the base stations that having the embedded sensors
which will include thermal to infrared features can be used for detecting threats and
unusual objects around the base. The whole security system of the base stations is
related to the machine learning domain of artificial intelligence which will train the
automated system by acting as a central command that will increase the efficiency
of the security system around the base. It will decrease the human resources but will
ensure the safety of the base stations. IoT will also help in the smart management
of the base stations in terms of electricity, water, solar power, etc. IoT will help to
increase the capacity and the output of the military bases and result in the smart
functioning of the base stations to ensure the safety of the personal army officials
inside the base stations.
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Chapter 16
Smart HR Competencies and Their
Applications in Industry 4.0

Yashonidhi Srivastava, Souvik Ganguli , S. Suman Rajest, and R. Regin

Abstract With the advent of artificial intelligence and IoT linkages, human resource
management (HRM) is undergoing radical changes andmoving onto the new coinage
called smart HR. The features of HR in industries are intentional, along with the need
to shift to a smarter domain. With regard to industry dynamics, as well as working
conditions and the overall organizational structure, the advantages of the technologies
implemented and the methodologies suggested have been presented. Also addressed
are the industrial shifts relating to the evolving economy and other developments
brought about by the introduction of novel systems and technologies. The research
also took on the influence of the introduction of newworking techniques such as smart
work (SW), structural equation modeling (SEM), and smart city projects (SCPs) in
the field of smart HR. Several steps taken for the development and growth of the
sector were also highlighted, along with recommendations that could be taken up to
further boost the experience of work and organization. For a deeper understanding of
the principles, a lot of studies were also included, including supply chain systems and
cyber-physical systems. Besides, the identification of domains needing further study
was also highlighted. In addition, to get the best performance, strategic alliances,
line management, and organizational design were addressed too. Focus on the digi-
tization of human resource management was also discussed on the changes of the
organizations from e-HRM to d-HRM.
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16.1 Introduction

Incorporations of technologies like big data, analytics, and artificial intelligence (AI)
in the management encouraged the HR domain to adopt new methodologies and
systems and dwell into smart HR. Some companies had been operating on big data
from the very beginning and henceforth did not face difficulties in including added
technologies to enhance their firm.However,many organizations faced concernswith
the adoption of novel techniques. Manifold strategies regarding organizational order
and training along with frameworks were proposed to ease their way into industry
4.0. Management strategies involving Analytics 3.0 were approved to enhance the
organizational structure and to throw light on the relevant skill requirements [1].

The technology of web scraping was put to work to extract information from
online portals regarding job profiles in the growing industry. The skill sets required
towork for the industry constantlymoving towards the inclusion of big datawere also
discussed in [2]. The responsibilities of the HR domain in the degrading economy
were also examined featuring the development of trusty teams encouraging personal
and professional growth [3]. Distinctive importance on the sectors of production,
enhancement of industrial practices, and research have turned out to be the key
to succeeding in the manufacturing sector [4]. The relationship between supply
chain management (SCM) and HRM was explored along with the transmutations
of industry 4.0. Business trends and factors affecting the addition were analyzed and
comments regarding further research were made [5].

Smart work (SW) was ratified increasingly to obtain spatial flexibility and to
provide optimum working conditions for the employees. SW models for higher
productivity, innovation, and flourishing performance were also examined. The need
for HR practices to adapt according to the growing industry was highlighted through
the conduction of several interviews and surveys [6, 7]. Discussions were carried
out regarding the SEM model for deciphering the salaries of the employee along
with their promotion and loyalty to the organization [8]. For remodeling businesses
to come to terms with the changes of industry 4.0, DSCC and CDSCI models were
discussed keeping stakeholders, novel technologies, andworking abilities in the loop.
The digitalization process enhanced by the inclusion of novel technologies like big
data, AI, cloud computing, and analytics was also elaborated. Sensor-based systems
were greatly embraced in the industry [9–11].

Possible areas of research and development were discovered in the field of
management procedures and the technologies being adopted in the recent past. The
relationship between HRM and the workers was also discussed and its consequent
effects on the organization’s performancewere described [12]. The proceedings in the
manufacturing industries post the enhancements brought about by the industrial revo-
lution were included along with the discussion on a Croatian model made for innova-
tion. The objective was to reduce the gap between the functionalities of the industry
[13]. The dependency of the industry on supply chain systems was brought up and
suggestions were made regarding their inclusion in upcoming projects. Frameworks
and other methodologies were also proposed to move towards a prosperous future
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[14]. The issues of monitoring the vast amount of data accumulated by the inclu-
sion of technologies like big data were discussed along with provisions to manage,
analyze, and understand it [15].

Strategic partnerships were promoted in the HR domain by strengthening plan-
ning, organization design, and development along with the enhancement of line
management and rotation and training of the HR domain [16]. The transformation
of e-HRM to d-HRM was elaborated along with the necessities for the same [17].
To improve the recruitment process of the companies, a method based on blockchain
calledBcRMSwas introduced considering factors of training companies, educational
institutions, laws and customs, and the previous companies [18]. The increased usage
of video conferencing platforms like zoom was discoursed along with a description
of the challenges faced during their usage. The need for extensive research in the
field was explained followed by the methodologies that exist for its implementation
[19, 20].

Next-generation wireless technology, along with data processing, supports
notably high data rates and smart handheld devices, providing a big challenge for
transferring these contents from server to client. In a SDN setup, the proposed
ImprovedDatabase Synchronization (IDBSync)mechanismaccelerated the synchro-
nization of data between the server side and themobile database [21]. This technology
can improve upon the smartHRcompetencies considerably. The use of big data appli-
cations, as well as its phenomenon, has increased by leaps and bounds during this
age of information technology. This has been reviewed in [22] which can be made
use of in the development of smart HR policies to aid industry 4.0.

The rest of the chapter is organized in the following way. In Sect. 16.2, the
management practices of smart HR and their impact on the industries are discussed.
Section 16.3 emphasizes on the utilization of the smart HR for the growth and devel-
opment of the industries. Section 16.4 deliberates on the cohesion of smart HR with
industry 4.0. Further, the enhancement and the digitalization of the human resource
management are taken up in Sect. 16.5. Section 16.6 draws the important inferences
with some directions of future work ahead.

16.2 Smart HR 4.0 Advantages, Learnings
and Transformations

This section of the chapter discusses the functionalities of HR in industries along
with the need to move towards a smarter domain. The advantages of the technolo-
gies adopted and of the methodologies proposed have been presented regarding the
industry trends as well as the working conditions and the overall organizational
structure. The learning from several surveys and interviews has been briefed and the
lessons learned have been introduced in the form of new techniques and systems.
The industrial transformations corresponding to the changing economy and other
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changes brought about with the inclusion of novel frameworks and technologies are
also discoursed.

16.2.1 Management Practices

There are a few corporations like Google, Facebook, LinkedIn, and eBay that have
been operating on big data since the very beginning. With the boom of the big data
industry, these companies did not have to face the challenges of incorporating big
data with their traditional data resources. Firms had to either switch or find ways to
incorporate big datawith their pre-existing IT infrastructures andmodels. For compa-
nies like Google or Facebook, established IT frameworks never endured for them
hence there was no requirement of a possible switch. The hurdles for these compa-
nies were to have their big data analytics coexist with other frameworks, data, and
analytics. To understand the coexistence of the analytics system, several companies
were interviewed and the existence of big data accompanied by other data and their
environmentwas studied. Tomake that a feasible system,Hadoop clusterswere put to
work along with IBM mainframes. The integration brought about a novel manage-
ment strategy called Analytics 3.0. The thought process of companies regarding
big data with emphasis on their organizational structure and the skill requirements
for relevant occupations has been discussed. It was concluded that big firms were
moving towards a merging data economy where traditional analytics and big data
were no longer being separated but were being combined for improved outcomes.
Progressing towards the adoption of a new model resulted in transformations of
the structure of the organization along with the leadership and skill requirements.
Industries adopting the novel framework combing sectors of data including weblogs,
images and videos, social media data, documents along with reporting, OLAP, and
modeling have witnessed tremendous transformations and have received prominent
value in return [1]. Figure 16.1 shows the presence of the big data along with the
data repository.

The work in [23] consisted of solutions about technologies to make the industry
more ‘smart’ accompanied by organizational solutions. The proposed solutions
were found to be implemented by utilizing logistics which has been increasingly
adopted in the age of globalization. The solutions target individual companies in
addition to national economies and also catered to global economies. With the ever-
growing industry, the level of competitiveness was noticed not only in companies
but in the supply chains as well. To grow with the growing economy, companies
had to constantly introduce novel solutions, methodologies, and systems to keep
progressing. Therefore, having solutions was at times not enough as the organiza-
tions required complementary implementations as well. The issues regarding the
implementation of logistic solutions in the IT domain have further been discussed.

The significance of smart human resources 4.0 along with its functionalities as
a catalyst in the proceedings of the disruption of the human resource sector was
discussed. Examples from Credit Suisse were adopted to further elaborate on the
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Fig. 16.1 Coexistence of big data with the data repository

importance of smart HR 4.0 and the need for its utilization in the industry. Credit
Suisse is known to have reduced employee attrition by utilization of the methodolo-
gies on people analytics. A conceptual system known as the Smart HR 4.0 framework
has been adopted to successfully illustrate the disruption of the procedures of talent
onboarding along with talent off-boarding and the development process. Leadership
style as well as organizational structures along with the application of emerging
technologies discoursed. Big data has been applied integrally to overcome the chal-
lenges and come up with strategies to deal with the transformations in the industry.
Technologies like the internet of things and artificial intelligence were also utilized
along with big data to automate the proceedings in the HR domain. Leadership style
along with organizational structure overviews resulted in massive growth for orga-
nizations and was hence included in the framework discussed [24]. The framework
of the smart HR for the industry 4.0 is thus presented in Fig. 16.2.

The introduction of big data analytics has promoted several impactful transforma-
tions in the human resource industry. With the initiation of novel technologies in the
eternally transcending domain, the job roles and skill requirement alongwith relevant
job profiles for the position remained unclear. To provide clarity regarding the skill
requirement, a studywas conducted focusing on big data professions. Several distinct
natures of jobs and skills were studied by examining real-world job posts that were
put up online on job hunting platforms. The examination process began by pointing
out the four big sectors of big data having potential jobs. It then proceeded onto the
recognition of nine groups of big data-oriented skill sets that were in tremendous
demand by the corporations. Each group was then classified based on the compe-
tence required for the occupations regarding big data. The classifications created
have also been represented diagrammatically for better understanding. The fields
of business analysis, developer, data science, and engineering have been explored
and the relevant job profiles have been listed. A semi-automated, analytical method
was hence proposed combining various technologies like machine learning and big
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Fig. 16.2 A Smart HR based conceptual framework for industry 4.0

data analytics to classify job roles and relevant skill set requirements. The system
proposed is novel, completely replicable, and works on several algorithms accom-
panied by valuable inputs from the experts. The technology of web scraping was
implemented to create orders among jobs and skillsets from a considerable amount of
job posts on online platforms. The data hence generated could be adopted by leaders
and HR managers to come up with strategies to develop the accurate skills required
for the execution of big data in the best possible way. The methodology introduced
also facilitated the establishment of a common directory that could be employed
by recruiters and teachers to improve the proceedings of demand and supply in the
industry [2]. The job sectors of the big data analysis have been identified in Fig. 16.3.

Fig. 16.3 Diagrammatic representation of big data job sectors
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Management methodologies and practices to promote innovation as well as
learning have discoursed to keep up with the advancements of industry 4.0. The
paper provided novel perspectives and insights on techniques and systems that can
promote the growth of the industry. The importance of Smart HR in industry 4.0 was
discussed along with highlighting the need to embrace and adopt new technologies
and learn necessary skills. A conceptual framework was included to emphasize the
transformations in the role ofHR4.0 in a degrading economy. Practices of developing
trusty teams with the best personal benefits and an emphasis on individual growth
and development were discussed to strengthen retention maneuvering. Discussions
based on ensuring the success and survival rate of organizations in the ever-growing
industry were also carried out along with a stress on the significance of adopting new
technologies for the heightened versions of the HR sector. The study provided rele-
vant information on industrial connections and organizational behaviors concerning
exercising managers along with researchers and scholars who aim to bring about
innovations to the industry [3].

16.2.2 Impact of Smart HR on the Industry

To scrutinize industry 4.0, German companies and their strategies were examined.
It was found that Germany had always taken the lead in the manufacturing sector
crediting to the specialization in the fields of production, adoption of novel technolo-
gies to improve the industrial procedures, and research. Moreover, Germany also
has an influential foundation of IT provisions and automation engineering which
boosts their likelihood of a commanding performance as the industry transcends into
industry 4.0. The introduction of industry $.0 also seemed to have feasible solutions
for major issues like depreciating resources, metropolitan production, and demo-
graphic transitions. The availability of resources and their transportation to sustain
productivity discoursed. The conception of flexiblework practiceswas also discussed
to facilitate the combination of the worker’s jobs with their private lives which could
result in better outcomes and extended productive hours at work to furthermore
conclude into a balanced lifestyle.

The probable impacts on Human Resource Management (HRM) as a resultant of
Industry 4.0 were discussed in terms of the skills needed, job profiles, and relevant
qualifications. The consequent repercussions on supply chain management (SCM)
also discoursed. The relationship between SCM and HRM focusing on Industry 4.0
was hence presented. To explore Industry 4.0 and study the consequences, it has
had on the industry, available information was organized and then interpreted to
decipher the recent trends and their impacts on the businesses. Based on the trends,
recommendations were also made to facilitate further research. Co-citation software
was adopted, utilizing the database of Web of Science to visualize the terminologies
that had originated and were further used for the classification of data to be analyzed.
The theme of the literature was based around Industry 4.0 and the incorporation of
new technologies like big data and artificial intelligence tomake the procedures more
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Fig. 16.4 Structure perceiving information corpus

efficient. The indulgence of industry 4.0 in the fields of education, organizations, and
tie-ups with technological advancements were discussed. The flow of knowledge in
these sectors concerning human resource management was likewise presented and
has been portrayed diagrammatically in Fig. 16.4 for sounder comprehensions [4].

The studies concluded that the developed countries were doing exceptionally
well in the domains of research production while Asian countries were lagging.
Four major sectors were brought up namely educational transformations, employ-
ability, infrastructural resources, and work-related proposals. The categories were
made keeping in mind the working conditions of the laborers as well as the envi-
ronment and the skills necessary for the job. Furthermore, to successfully create an
interface between humans and machines, industrial improvements were suggested
and appropriate changeswere proposed. The implications ofHRM in regards to SCM
were encompassed by socio-technical systems having fields of education adminis-
tering with human competences, assimilation of SCM in terms of organizational
competencies, and the management of data that came under the dominion of tech-
nical competences. The review presented could enormously benefit SCM managers
in terms of developing strategies for the organization to promote training as well as
for the advancement of new skills [5]. Figure 16.5 gives an overview of the socio-
technical systems required to put in the improvements in HRM for the supply chain
management system.

The impacts and consequences of balanced agile project management system
(APM) were studied in terms of the mediating role of market orientations in addi-
tion to the strategies adopted by telecommunication providers. The analysis was
carried out through a questionnaire designed for the telecommunication providers;
additionally, the data was provided by the concerned executive members. The data
hence received was used to examine the proposed model following the confirmatory
analysis method. Fundamental equation modeling was brought into consideration
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Fig. 16.5 Socio-technical systems to incorporate the suggestions of HRM for SCM

to successfully investigate causal relationships. It was found that the market was
the link between balanced APM and imperative agility. Strategic agilities likewise
directed out to be the nexus between the market and the organization’s accomplish-
ments. The investigation also suggested the extension of familiarity about project
management by encouraging balance controlling. Business associate switching was
also addressed to improve inter partner relations as well as for rendering immense
value for clients [25].

The benefits and the need for sustainable management was highlighted accompa-
nied by the roles and responsibilities ofHR individuals to shoulder the idea of sustain-
able management ahead for more organizations to adopt. The transformations with
stakeholders and their outlook on the managerial approaches have strived about the
obligations of HR professionals for spreading sustainable strategies internationally.
Examples have also been included for permissive applications in the industries. It was
concluded that with the rapid resource drainage powered by the growing industries,
there is a need for leaders who value and understand the importance of stimulating
towards sustainable management. The acknowledgment of organizations agreeing to
incorporate strategies to make their approaches more sustainable has been included.
The significance of HR professionals in this domain has also been discussed by the
inclusion of relevant examples and proposed strategies [26].
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16.3 Smart HR for Growth and Development

In the influence of the adoption of new working techniques like smart work, struc-
tural equation modeling (SEM), and smart city projects (SCPs) in the domain of
smart HR was discussed. Several steps taken for the growth and development of the
industry were also highlighted along with suggestions on steps that could be taken
to further enhance the working and organizational experience. Numerous studies
including alliances, supply chain systems, and cyber-physical systems were also
included in the following literature for a better understanding of the concepts. A
working technique called smart work (SW) having the characteristics of spatial flex-
ibility, supportive with technical tools, and the objective of proving the employees
with optimum working conditions to maximize their productivity. The judgments of
establishments to adopt SW and the factors affecting the decision were discussed
along with the key constituents responsible for smooth implementations. Post the
conduction of numerous surveys in established as well as growing industries, it was
found that four SWmodels happened to be adopted by the organizations. Themodels
varied depending on the company’s involvement with technology, particularities of
the organizational policies, and other working factors and conditions upon which
the firm functioned. At least two elements were found in each of the companies
that chose to move ahead with the SW mode. In the cases of having three possible
elements in the SW process, high levels of labor productivity were experienced by
the firm. Suggestions regarding the appropriation of SW practices for innovation and
the flourishment in the employee’s performance were additionally included [7].

A conceptual model to encompass employee behaviors in terms of the dynamic
organizational statures was introduced for the crucial sector of big data in the HR
domain. The proposed model took into consideration a large set of data that got
accumulated from public sectors which was subsequently run through structural
modeling.The structural equationmodeling (SEM)helped inpinningdownemployee
salaries, promotions in the firm, and organizational loyalty. The various features
associated with job satisfaction is therefore provided in Fig. 16.6.

The work also included the significance of the approach described and illus-
trated the inclusion of big data postulates, implementational propositions, and other
management requirements in the proposed structure. Employee behavior was also
targeted in the process. In conclusion, the recommended approaches and frameworks
were discussed under several parameters and suggestions for future research in the
area were made [8].

The managerial aspect of multinational enterprises (MNEs) was studied to under-
stand their process of managing HR in smart city projects (SCPs). Several case
studies were conducted along with interviews of managers of MNEs who had been
an integral part of SCPs. It was discovered that the approach of partnerships as well
as temporal separation was utilized to maximize the benefits in projects. Several
methodologies were applied exclusively for the management of social relations. The
HR practices also varied based on the kind of alliance developed. Hence, it became
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Fig. 16.6 A conceptual model for job satisfaction

all the more essential for HRM to support organizational abilities through collabo-
rations and partnerships. Acumens on elevating the role and impacts of MNEs in the
domain of SCPs have additionally been reviewed for the development of sustainable
and budgetary cities [27].

The introduction of Industry 4.0 had brought about a need for remodeling of
business models that were being attended to in companies. To redesign the systems,
a framework for the digital supply chain system (DSCC)was proposed and its abilities
were highlighted. The concept of a Critical digital supply chain integration (CDSCI)
was alsodiscussed emphasizingnovel technologies for communication, stakeholders,
and the capabilities of the workers. The study conducted resulted in the classification
of six enabler technologies namely, big data analytics, blockchain, AI and workers,
cloud computing, cyber-physical systems, and the internet of things. The study was
directed towards proposing a framework for businesses to adopt and for managers
to utilize in the process of digitalization. Valuable penetrations have been included
that will be valuable for further research in this field [9]. The digital integration of
the supply chain is thus drawn in Fig. 16.7.

The literature focused on decorating the digitalized mindsets of HR practitioners
and elaborated on its importance in this era. The professional image of HR pupils
was also described to be impactful from amanagerial approach. The effects of digital
practices in enhancing the relations between line managers and members of the HR
department were also discussed in terms of producing solutions and efficient working
[10].

Sensor-based practices, as well as cognitive assistance-based systems, have been
tremendously appreciated and embraced in industry 4.0. Surveys conducted at organi-
zations like HIS, IFR, andDeloitte were used to find significant pieces of information
on the consequences of Industry 4.0, challenges faced, and the advancements being
incorporated to make the system more effective. The practice of structural equation
modeling was adopted to study the data collected in the process [11].
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Fig. 16.7 Critical digital
integration of the supply
chain

The significance of Human Resource Management and its necessity in Industry
4.0 was highlighted along with its role in the growth and development of orga-
nizations dwelling towards a transition phase. The need for HR functionalities to
adapt to the changing technological applications was also discussed emphasizing its
function in extension, value creation, and productivity of the firm. The systems of
TechMahindra as well as their digitalization process were illustrated to highlight the
benefiting approaches in the epoch of Industry 4.0. The most beneficial approach for
organizations turned out to be the enhancement of research and learning along with
steps being taken to adopt technologies and learn necessary skills. It had made the
functioning of the organization more efficient, productive, and economic [6].

16.4 Implementations and Scope of Research in Industry
4.0

The implementation of the framework and methods adopted post the conduction
of surveys and interviews were discussed. The structure as well as the process of
implementation were discussed with emphasis on the organizational structure and
the most feasible approach meant for the firm. Domains requiring more research and
studies were identified and suggestions were made regarding further work necessary
for the field.
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16.4.1 Research Scope and Agendas

The human resource management sector has experienced a rise in the research and
studies conducted over the last two decades on their administration and strategies.
Stages of research and development were identified in this chapter and expected
pointers regarding research, management processes, and adopted methodologies
were brought up. The relationship between human resource management and the
administration of the workers as well as the organization’s performance is a ques-
tion that remained unanswered even after several years of research. Therefore, a
need for additional work and research to be done in this domain was felt. Over
the following decade, several journals and their findings have been discussed with
emphasis on the associations between human resource management and perfor-
mance. Despite the research done, sufficient reasoning was not found to explain
the association described, however, over the next few years, the studies conducted
resulted in invaluable knowledge and information for the provision of answers [12].

The objective of the paper was to improve the understanding of the manufac-
turing industry by emphasizing the progression of research in this field and on the
promotion of innovation in organizations. The indulgence of novel manufacturing
technologies, ICT integration in the domain, and the involvement of new concep-
tual ideas for production have been discussed. To carry forward the research process
for industry 4.0, several online questionnaires were put to use along with the inter-
views from directors and CEOs of manufacturing industries for further insight on the
subject. The objective was to obtain knowledge from as many resources as possible
for a better understanding of the proceedings in the industry. It was found that several
organizations were still operating on the technologies that were introduced in the
manufacturing process about five decades ago. The technologies being utilized in
the industry have changed drastically since the industrial revolution. The adoption
of novel instruments and technologies has also been depicted diagrammatically in
the following text. Such industries need to take up prominent measures to transform
themselves with the aspiration of being encompassed in industry 4.0. The develop-
ment of the Croatian model of Innovative smart Enterprise was proposed to bridge
the gap between the functionalities of the industries and to prosper to new limits
[13]. The various phases of the industry transformation are shown in Fig. 16.8.

To resolve the challenges faced at the global level in the manufacturing industry,
theoretical as well as empirical research was carried out. The research has helped
be supportive of the transforming industry and has also been a pillar for the orga-
nizations undergoing particular transmutations facilitated by the adoption of novel
ideas and approaches. Previous work done in the field has also been included which
has been appropriated for defining research agendas and targets for the upcoming
future. The work done was analyzed to come to conclusions concerning the fields
that required additional studies and research. The agenda to be adopted included the
formulation of common terminologies, defined levels of implementation, classified
phases of expansion for remodeling into industry 4.0, and a better understanding of
the economy and its trends. The agenda also highlighted the importance of analyzing
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Fig. 16.8 Phases of the transforming industry

the resultants of human resources along with their outcomes and influences on other
organizations. The reach of the agenda and the work already done in the research
sector has had varied leads in different fields. The reach has been shown in a graph
given in Fig. 16.9.

Several fields are yet to be included in the domain. There was also a need felt to
review more literature for a better understanding of the challenges in this sector. The
presented article turned out to be massively helpful for practitioners working in the
industries and also helped in defining agendas for research in the future [28].

Fig. 16.9 Reach in several domains of human resource management
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16.4.2 Implementations of Industry 4.0

The industry has been transforming significantly post the industrial revolution.
Whether it was the adoption of the practice mechanizing pieces of machinery, usage
of electrical energy, or the process of digitalization, advancing industries have always
made use of the best technology available. In the upcoming future, more efficient
systems and methodologies where products can decipher the most suitable manufac-
turing technique happen to be in the vision. The involvement of Industry 4.0 made
the systems more IT-based and brought considerable changes in the manufacturing
proceedings. The upgradations accompanied by Industry 4.0 also highlighted the
dependencies in supply chain systems and proposed to include them in upcoming
projects under industry 4.0 [14]. A system that has been shown in Fig. 16.10 could
be one of the possible methodologies to be proposed further to facilitate the growth
for industry 4.0.

Technologies like big data, data science, and analytics have been described as
needs for productivity and innovation in the era of Industry 4.0. Big data has been
explained as a vast amount of data that gets generated from different sources and can
vary in type. Itwas described as high velocity and a high variety of data. Subsequently,
novel tools and technology were also needed to deal with such a vast amount of data.
As the involvement of big data kept increasing in organizations, its analysis and
monitoring also became necessary. To successfully deal with data of such a large
scale and to also prosper in the field of human resources, there are a set of skills

Fig. 16.10 Future projects proposed to deal with the connectedness of supply chains
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Fig. 16.11 The requirement
of analytical skills

that become essential. Along with the ability to monitor and analyze data, a concrete
understanding of business and communication skills also end up playing a major role
[15]. The need of different analytical skills is provided in Fig. 16.11.

The Cyber-Physical System (CPS) for the production, smart manufacturing, and
the betterment of industry 4.0 was introduced utilizing sensors, microcomputing
networks, and a linkage between value chains andmachines. Reengineering and other
enhancements were also proposed in the system along with suggestions regarding
customizations of the product concerning value addition and an effective supply
chain. The proposition for CPS is showcased in Fig. 16.12.

Post to the involvement of novel technologies, the learnings and other innova-
tive techniques compatible with the industry became challenging. Multiple fields
including the organizational structure, HR practices, leadership strategies, and
previous knowledge obtained played a role in making the innovations work well
with the advancements of the industry. A diagram has been included for a better
understanding of the same. The study presented an outlook upon the managerial
approaches of Industry 4.0 rather than the technical aspect. Suggestions regarding the
adoption of empirical examinations were also made [29]. A framework for compat-
ibility with industry 4.0 and further directions are presented in Fig. 16.13 for the
better understanding of the researchers.

Anovel outlookof the industrywas providedby an analytical framework to present
a comprehensive view of technological advancements, organizational working, and
other prominent aspects. A literature review was hence presented that included
several organizational in addition to other business-related variables for a technolog-
ical andmanufacturing-related viewpoint. The conception of smart factories was also
introduced for the proposed production of intelligent goods. The enablers concerning
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Fig. 16.12 Proposed idea for cyber-physical systems (CPS)

Fig. 16.13 Framework for compatibility and further research
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the enrichment and growth of industry 4.0 were also mentioned after going through
literature reviews.A systemmaking use of theTotal Interpretive StructuralModelling
methodology (TISM) was applied for the stated evaluations and analysis. The study
of the enablers with regards to industry 4.0 can turn out to be highly beneficial for
the manufacturing sector provided it gets executed reasonably [30, 31].

16.5 Enhancement and Digitalization of HRM

Strategic partnerships, line management, and organizational design were discussed
to get optimum results. The transformations of the organizations from e-HRM to d-
HRM were presented with emphasis on the digitization of human resource manage-
ment. The recruitment process of the companies was also described along with the
procedure they followed which consisted of the details of the companies and other
training details. Organizations having business partners were found to be tremen-
dously successful in the HR arena as it added remarkable value to the firm. The best
results were obtained when the partner was made to participate completely in the
development as well as the implementational aspects of the affiliated strategies. It
was found that patterns offered the HR sector with opportunities to analyze as well as
obtain knowledge regarding the functionality and the achievements of other strategies
being utilized. Greater emphasis in terms of planning, development, and organiza-
tional design was sought. Additionally, placing line managers in the administration
of HR might work against the benefits of partnering up. It requires a greater deal
of accountability and trust in the line managers for the strategies to function effec-
tively. The system of having teams for the addressing of major issues being faced
was also proposed to solve the complexities in the most optimized way. The diagram
presented in Fig. 16.14 shows various aspects associated with strategic partnerships
in the field of HR. While development, planning, and design require more focus,

Fig. 16.14 Representation of HR as a strategic partner
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the approach while indulging in associations also becomes crucial. Transferring and
rotation of jobs in the HR field become significant along with more comprehensive
responsibilities and accountability on the line managers [16].

Another studypresented the complicationswith accounts that requireHRanalytics
to ensure the strategies being followed in addition to the performance of the organiza-
tion. The need for the acknowledgment of the benefits as well as the drawbacks of this
field was felt to perform in optimal ways. HR functionalities were also found to be
lacking essential management approaches to concur with big data. The practitioners
from the field of big data were not found to be well acquainted or comfortable with
the domain of HR and vice versa. However, the transforming industry does demand
an amalgamation of the two. With effective training, HR professionals could rise to
the occasion and strategically benefit the organization as well [32].

The transformation of the human resource industry from the sector of e-HRM to
the digital version known as d-HRMwas discussed. Digitalization became more of a
necessity for HRM when the management sector began entering the smart business
field where every aspect was digitalized for efficient outcomes. The association of
HRM with the internet of things also proposed several challenges that needed to be
dealt with. The expectations from HRM to cater to seekers in business development
were also highlighted. It was discovered that with the rise in automation, business
reach, and technological advancements, HRM required to emphasize non-routine
and confirmation-based tasks. Suggestions regarding upcoming research work were
made alongwith defining the areas that need advancements for the provision of better
results [17].

For the effective implementation and adoption of industry 4.0, the employment
of IT in the field of human resource management became crucial. The system
introduced needed to be transparent with their functionalities and also needed to
provide a protected environment which was implemented utilizing blockchain tech-
nology. A review describing the adoption of blockchain and its applicability in the
human resource domain was presented. The aspects of the provisions of an effi-
cient and cost-effective system post the adoption of blockchain technology was also
discussed. A recruitment system based on blockchain technology was introduced
called the blockchain-based recruitment management system (BcRMS) which is
displayed with the help of Fig. 16.15. The presented system included details from
the previous company, institutions of education as well as the training company.
The proposed systems provided trusty results and performed better than the existing
systems designed for hiring [18].

In [33], a model was introduced to present and explore the association between
green innovations and their drivers. Commentswere alsomade regarding the compet-
itive challenges faced by the organization. The responsibilities and roles of data
management and HR practices were also included in the article. To gain a competi-
tive advantage and to make the organization follow the path of sustainable develop-
ment, green products and proceedings were adopted. The adoption of the processes
turned out to be dependent on several factors including the market demand, big data
routinization, and assimilation, the role of the stakeholders aswell as corporate ethics.
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Fig. 16.15 Blockchain technology-based recruitment management system

The framework for the HR practices and training is thus provided in Fig. 16.16 for
the awareness of the readers.

The dependence of organizations for the conduction of meetings and other discus-
sions based on the new policies increased massively during the period of COVID-
19. The platform faced several challenges ranging from the traffic on the site to the
effective handling of stress, anxiety, and tiredness caused by long hours of meetings
and discussions. The over-usage of such a platform even resulted in the creation
of a new terminology called Zoom fatigue. Other challenges involved the issue of

Fig. 16.16 A framework of the proposed model for the HR practices and training
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making the conversations synchronized so no detail was lost in online communi-
cation. The delays also proposed new issues with such platforms. There also felt a
need for the presence of an authoritative individual to carry out such procedures.
Therefore, other suggestions to effectively communicate on such platforms were
made along with the inclusion of issues faced by the users during meetings. The
study discussed the unique features provided on Zoom and how they proved to be
helpful for organizational meetings as well as regarding discussions and presenta-
tions on new ideas. Challenges faced during initial connectivity were highlighted.
The usability of the platform and its functionalities were discussed alongwith a focus
on complementing the qualitative methodologies that already exist. The role of such
platforms in upcoming fields of research was also mentioned [19, 20].

16.6 Summary

This chapter introduces the concept of smart HR and its applications to industry 4.0.
Human resource management (HRM) is experiencing dramatic changes with the
introduction of artificial intelligence and IoT and moves on to the modern coinage
called smart HR. The characteristics of HR in industries, along with the need to
switch to a smarter domain, are thus quite obvious. The benefits of the innovations
adopted and the methodologies proposed have been discussed with respect to market
dynamics, as well as working conditions and the overall organizational structure. The
industrial changes related to the emerging economy and other innovations brought
on by the implementation of novel systems and technologies are also discussed. The
study also took on the impact in the field of smart HR of the implementation of new
working techniques such as smart work (SW), structural equation modeling (SEM),
and smart city projects (SCPs). Several steps taken for the sector’s growth and devel-
opment were also highlighted, along with suggestions that could be taken to further
improve work and organizational experience. A lot of research, including supply
chain processes and cyber-physical systems, were also included for a better under-
standing of the concepts. Besides, it also highlighted the identification of domains
that require further research. Moreover, strategic partnerships, line management, and
organizational design were also discussed to get the best results. The transitions of
organizations from e-HRM to d-HRM were also addressed in the emphasis on the
digitization of human resource management. The advent of internet of things (IoT)
and advancements in communication technology can further add value to the smart
HR reforms plugged with artificial intelligence methods.
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Chapter 17
Ensuring Security of Digital Voting
Through Blockchain Technology

Ankita Bansal, Abha Jain, and Pardeep Kumar

Abstract Recently, blockchains have found a place in all sorts of industries, ranging
fromhealthcare to the government sector, finance, real estate and utilities. Blockchain
has proved to be advantageous to the applications which previously required a central
authority and a trusted intermediary, as now blockchain allows them to operate in a
decentralised manner and helps them to achieve the same functionality much more
efficiently. Transactions in blockchains are trustless, that is, the involved parties
without knowing each other and without establishing any trust relations, sit in any
corner of the world and such transactions thus occur without any trusted middlemen.
For authorisation of these transactions, strong cryptographic principles, which form
an essential part of the blockchain infrastructure, are used. Smart contracts basically
add a layer of logic and computation to the already existing trust infrastructure of the
blockchain, and thus allows for appropriate, heavily automated and distributed work-
flows, to function efficiently. In this chapter,we outline the art of using smart contracts
and blockchain technology to implement a decentralized, secure, transparent yet
anonymous digital voting system.

17.1 Introduction

The traditional way of transacting money or an object of value has always been
through an intermediary such as banks and governments because this trade requires
trust and overlying rules to ensure that both parties involved in the trade don’t violate
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its agreement [1]. Therefore, these banks act as intermediaries to help maintain that
trust into processes such as transactions and record keeping [2]. A revolution was
brought upon in 2008 when a white paper was released under the name, Satoshi
Nakamoto. The white paper explained a peer to peer electronic cash system called
Bitcoin that enabled online transactions to happen directly, without an intermediary
[3]. The release of bitcoin was truly revolutionary but soon it was evident that the
innovation was not the currency, but the technology that sits on top of it i.e. the
Blockchain.

When we talk about blockchains, the first thing that seems familiar is Bitcoin [4,
5]. However, there is a need to understand that Blockchain and Bitcoin are not the
same. While Bitcoin is a virtual currency that runs on the Blockchain principles,
Blockchain is the underlying technology that helps Bitcoin create a decentralized
money transfer mechanism which is widely popular today. Blockchain however is
not limited to just Bitcoin but is a technology that can change the way transactions
are done and has potential to change the way business is conducted. As Sally Davies
perfectly quotes it, Blockchain is to Bitcoin, what the internet is to email. A big
electronic system on top of which you can build applications.

Blockchain can be defined as a time stamped series of rigid records of figures,
which is not possessed by only one person like in a centralised system [6]. Here
peers can transact directly, irrespective of the fact whether they know each other
or not, and where they are located. Blockchain is basically a “trustless system”
where trust is established among unknown peers using the consensus mechanism
called proof-of-work, which validates transactions that go into the ledger, without
any third party, by validating contracts as legal using only the digital signatures.
In Proof of work, transactions are validated by solving complex problems, using
which the winner is chosen, which hashes blocks together that go into the ledger
[7]. The hashing algorithm used to hash blocks makes our blockchain immutable.
Basically an algorithm is chosen which obeys the avalanche effect, in which even
a small change in the input is reflected vastly in output. This property of the hash
function makes out blockchain immutable. Blocks are then connected to each other
using strong cryptographic principles to form the chain. Here every block stores the
hash value of the preceding block, therefore it is nearly impossible to meddle the data
inside the blockchain once stored. This makes the blockchain highly secure, reliable
and transparent [8]. Later, Ethereum’s inventor proposed a single blockchain, which
can be reprogrammed to perform highly complex computational tasks using logic,
which led to the invention of ethereum blockchain, also known as smart contract
[9]. A smart contract basically adds a layer of computation and logic, to the trust
infrastructure supported by blockchain, by allowing for execution of code [10]. The
virtual machines on which smart contracts execute are called the ethereum virtual
machines—EVM, which ensures that every block in the ethereum network is able to
implement the code, disregarding the operating system or the underlying hardware.
A smart contract which is written in a HLL is first converted to an EVM bytecode,
and then deployed on the EVM [11].



17 Ensuring Security of Digital Voting Through Blockchain Technology 319

17.1.1 Blockchain Environment

Blockchain can be broadly classified into two types [12, 13].

Public Blockchains
In a public blockchain, no single entity controls the entire blockchain, hence we can
say its decentralised. Here any node in the network can take part in the consensus
protocol to determine which transactions will get added to the blockchain.

Private Blockchains
In private blockchains, there is a single centralised entity which validates the blocks
and transactions will get added to our blockchain network. The whole blockchain
system here is maintained by an organisation or individual.

17.2 Uses of Blockchain in Different Areas

Blockchain has tremendous applications in various sectors such as Banking [14],
Internet of Things [15, 16], Transport, Voting, Government, Healthcare [17, 18],
Retail [19], Real Estate to name a few. This technology has the ability to make
the organizations transparent, democratic, decentralized, efficient, and secure.
Figure 17.1 highlights the industries where blockchain is disrupting or will soon
disrupt. Blockchain has also solved numerous functional and technical problems as
depicted in Fig. 17.2.

Following are few domains where Blockchain is being used:

Fig. 17.1 Different domains where blockchain is being used
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Fig. 17.2 Problems solved using blockchain

1. Banking: Like Bitcoin can be used to send money across the world almost
instantlywithout the use of a third party, Blockchain can be used to give financial
services to billions around the world. Blockchain solutions are innovating the
money transfer business environment.

2. Internet of Things: Automated Blockchain ledgers can be used to track various
things connected to the Internet. Both of these are emerging elds and merging
them can turn out to be disruptive ideas. Also, tracking the shipping of goods
and maintaining their condition while they are shipped can be another idea that
connects both.

3. Transport: Blockchain can also be exploited in the eld of transport by the
introduction of peer to peer ridesharing apps. CarTaxi, a startup by Russian
developers, has made the Uber of Blockchain.

4. Retail: The ability to eliminate huge intermediaries such as Ebay, Amazon
and Flipkart highlights the importance of Blockchain technology. This trustless
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mechanism of shopping without the use of middlemen is what lies ahead in the
future. Startups like OpenBazaar are working on the same.

5. Voting: The most important area that can be disrupted by Blockchain is voting.
The traditional way of voting through ballots has many limitations which can
all be eliminated through digital voting, which is our area of study as explained
in the later sections.

17.3 Voting Through Blockchain Technology: Motivation

The Electronic Voting has been in use ever since the 1970s with fundamental benefit
over paper based voting [20]. Figure 17.3 shows the basic steps involved in the process
of E-voting. In 2017, Switzerland based Zug, developed decentralized Ethereum
based digital identity system. In 2018, it adopted a blockchain based Voting system
for the first time in it’s Elections. The countries around the world are in a tight race
to adopt the modern technologies like Blockchain, IOT, AI to stand out in the global
order. India has a long way to go due to the digital poverty being there in the country.
But gradually, India can adopt these technologies to improve transparency, efficiency
and productivity of its system. Elections are the foundation of a democratic country.
Often there are news of elections being rigged or the results beingmanipulated. Using

Fig. 17.3 Steps involved in E-voting
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Blockchain technology can help find a better method of holding elections. Even
though, E-voting was being used in countries like Australia, but there were huge
security and privacy concerns. The E-Voting can be made for secure and reliable
use of blockchain technology. Blockchain saves a lot of time in the process and
thus leaves no scope for manipulation of results due to time lapse. It fastracks the
task of counting of votes and making results publicly available thus building public
trust in the process. In other words, blockchain provides all the features such as
anonymity, prevent modification, double-spending, masquerading and repudiation
problems [21, 22]. Nir Kshetri had shed some light on problems occurred in using
blockchain in voting application in various attempts such as voters were not given
the transparency of the voting process, voters were not offered any way to know
whether their choices are accurately recorded, initially assigned key were too easy to
hack, voting application had high error rates in authenticating the voters. Estonia was
the pioneering country in the implementation of blockchain based E voting system.
Such a system takes data about voters from government databases and even if a
hacker breaks into the system, he/she cannot vote more than once. Every transaction
is linked to the previous transaction, so the vote once casted cannot be changed. All
the nodes will be synchronized so in case of any attempt to make changes to the vote
casted will be immediately recognised.

This chapter discusses a safe, secure, easy to use and better method of voting
using blockchain technology.

17.4 Implementation

In this section, a design for the E-voting system using smart contracts and blockchain
technology is proposed. At first, different use-cases and functional requirements
for the system are depicted. The idea/outline behind each of the functionality is
shown diagrammatically. Thereafter a schematic of the prototypical interactions
on the blockchain is shown along with the interaction between smart contracts.
The suggested solution to described problem uses the decentralized, trust-less and
immutable properties of blockchain technology. To be noted is, however, that no
security or privacy liabilities outside of the blockchain have been resolved with this
implementation.

Modern democracies are built upon traditional ballot or electronic voting. In recent
years, devices which are known as EVMs have been highly criticized due to irregular
reports of the election results. There have been many questions regarding the design
and internal architecture of these devices and how it might be susceptible to attacks.
Online-voting is the newway to vote and for that a number of functional and security
requirements are to be met such as transparency, accuracy, auditability, data privacy,
etc.

In this implementation, the concept of developing an electronic voting system
using blockchain technology is implemented. The blockchain based voting project
has two modules to make the whole project integrated and work along. One will be
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the Election Commission (election authority) who will be responsible for creating
elections, adding registered parties and candidates contesting for the election added
under the smart contracts. The other end will be the voter’s module where each
individual can cast a vote for their respective Assembly Constituency. Using an
election’s REST API hosted on Ethereum’s Blockchain, the details are shown at the
front-end of the voter for casting the vote. Then, while polling the vote is stored on
our blockchain framework of which the Election Commission fetches the vote count.
The limitation which we have faced due to not using the traditional way of smart
contracts is that the blockchain framework which we have coded cannot run on the
main net as it needs to be hosted and a separate web3 provider have to be used for
interacting with it and not having a public API of voter ID creates a drawback of not
having authentication of a voter.

17.4.1 Use-Cases and Requirements

The implementation outlined in this chapter is limited to two archetypical users:
voter land election-authority. Here, the voters are assumed to be individuals eligible
to cast votes and election-authority is assumed to be national body responsible for
conduct and manage election-process. According to the various user-requirements,
the following use-cases have been derived which are shown in the use-case diagram
in Fig. 17.4.

Fig. 17.4 Use case diagram of the proposed system
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There are some requirements that apply to the general system and not just to one
user specifically. Some of them are described in user-requirements, but for the sake of
exhaustiveness and application to users not in the system, they are explicitly written
below.

R1. Any unauthorised or ineligible individual must not be able to cast vote.
R2. Only those which have been authorized be able to send the vote transaction.
R3. Election-authority or any other entity must not be able to interfere the

blockchain and not be able to trace the casted vote back to individual.
R4. Smart contracts must be exchangeable without needing to re-move the entire

system or change addresses to contracts with which humans interact.

17.4.2 Proposed Design

In this section, the design, based on the user stories and requirements from the
previous section, is described. First of all, the general outline of the methodology is
explained. Thereafter, the detailed design for each stage in the process is described.

17.4.2.1 Design Overview

Figure 17.5 provides the general outline of the proposed system. Before election, the
election authority will determine the set of candidates that are eligible for voting and
provide the list to the general public.

On the election date, the election authority will open the voting portal where
selected candidates can cast their vote. The selected candidate will authorize himself
with multi-factor authentication method and cast its vote to candidate leaders and
will get the confirmation for the same. The miners will select the vote transactions
from the waiting transaction pool and mine the set of transactions to the ledger. At
the end of election, the authority will announce the results and each concerning party
such as voter, government, media, political parties can acquire copy of the ledger
and can confirm the results.

17.4.2.2 Authorization of the User

Figure 17.6 is presented for the process of the authorization process after the user
has been selected to cast vote and the voter has started the voting process. The
eligible user will be authorized with multi-factor authentication process managed
by national election-authority. The process will ensure that any malicious entity or
ineligible individual will not be able to enter the process of casting vote. Only after
the user has been authorized, the user will be able to enter the process of casting
vote.
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Fig. 17.5 General outline of the method

17.4.2.3 Hiding User Identity

Figure 17.7 is presented to show the process of hiding the user Identity that will
be initiated after the authorization and before casting the vote transaction into the
transaction pool that will be added into blockchain network.

The key will be generated locally in user’s device within the application isolated
from other applications. These keys will help in Digital-signature, asymmetric
encryption and symmetric encryption methods. With the help of these methods the
user will be able to cast vote anonymously and able to verify its own vote and votes
casted by other voters. The generation of keys in isolated application will also ensure
the secure storage of the key with the device.

17.4.2.4 Casting Vote and Generation of Vote-Transaction Block

Figure 17.8 depicts the process of casting vote andgeneration of transaction block that
will be mined byminers and added to blockchain network. The candidate selected by
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Fig. 17.6 Multifactor authorization process

Fig. 17.7 Key generation process

the voter will be encrypted using asymmetric encryption algorithm with public key
provided by the election authority, that will hide the selected option from others in
the network and will also help in real-time result tracking at the day of voting process
and the encrypted message can only be seen by election-authority. This encrypted
message is termed as toC in our process. The candidate selected by voter will also be
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Fig. 17.8 Vote encryption process

encrypted using symmetric encryption algorithm with private key of the user itself,
that will help will in confirmation of the added vote to the network. The voter can
verify the vote has not been altered by any means and the same vote has been added
to the network. This encrypted message is termed as toO in our process.

After the encryption of the selected option the vote-transaction block will be
generated. The process of generation and the block is shown in Fig. 17.9.

The toO, toC the timestamp of the time at which voting was done along with
the voter’s generated public key converted into hash-digest using hash generation
schemes and the generated hash is signed with private key of the voter using digital
signature schemes. The signed hash in vote-transaction block will provide the proof
of origin and any change in the data will result in different hash and the block can be
mark invalid. The voter’s public key/address, toC toO, timestamp and signed hash
are combined to make a vote-transaction block, Fig. 17.10 is shown to describe the
structure of vote-transaction block.

Each transaction consists of 5 attributes:

• Voter-public-address is candidate’s generated public address after the authoriza-
tion.

• toC: selected option signed with public key of election authority.
• toO: selected option signed with private key of the candidate.
• timestamp: time of generation of the transaction block in epoch seconds.

Fig. 17.9 Digital signing process of voter’s data



328 A. Bansal et al.

Fig. 17.10 Vote-transaction
block

Fig. 17.11 Vote blockchain structure

• Signed-hash: hash digest of the above attributes signed with private key of the
candidate.

Such transaction block for each user will be added to the transaction pool to
be mined by miners and added to the blockchain network. The structure of such
blockchain is shown in Fig. 17.11.

17.4.2.5 Verify Casted Vote

Figure 17.12 shows the process of verifying the casted vote by a voter. The voter
will provide his generated public key and transaction block address to search for his
vote-transaction block in blockchain network after the block has been found the voter

Fig. 17.12 Vote verification process
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can decrypt the toO attribute of the transaction block using symmetric decryption
scheme with his private key and voter can verify the vote is indeed the same. The
voter can verify its voter any-time after the vote-transaction block has been added to
the network and has been notified the voter.

17.4.2.6 Verify Result

After the election process, at the result declaration day, the election-authority can
evaluate the blockchain network and declare result. The election-authority will also
release its private key to general public so that general public can also access the
blockchain network and verify the result. Figure 17.13 shows the process of verify
result.

After the election-authority have released its private key any interested party can
access the blockchain network and decrypt the toC attribute of every transaction
block using asymmetric decryption scheme and can verify the declared result.

Fig. 17.13 Process of
verifying result
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17.5 Conclusion

This project has been developed to do a blockchain utilizing using smart contracts to
enable secure and cost based electronic voting systems that efficiently election while
guaranteeing voters privacy. of the system. It outlines the systems architecture, the
design, and a security analysis In the next build of this application, it has been
proposed to create separate client designs for various roles such as one for election
commission and one for candidates registered to a certain party with the existing
voting client design. Also, the current versions lack authentication as we don’t have
access to current Aadhar or Voter SDK to integrate in our application. Also, it is
planned that in the next build notification prompt will be given on the day of voting
to all the voters to cast their vote so that the voter turnout is maximum for that
election. To maintain the integrity nowadays election commission is formed. In the
starting, the election is done by voting to a candidate by the paper and then many
vote rigging has been done in this method. But the same person has voted for more
than one time and day by day this has increased dramatically in the election process.
To avoid this, the election commission has made a great change in the voting process
by introducing an E-Voting machine.

To overcome all these types of problems, we are proposing a system with more
security, easy voting and vote counting which set free time and money for the next
generation voting process. In this system block chain technology is implemented to
provide security against the modifying the voting count through hacking, and the
fingerprint module is used to evade the multiple appearances of the voters.

References

1. Tapscott, D., & Tapscott, A. (2017). How Blockchain will change organizations. MIT Sloan
Management Review, 58(2), 10–13.

2. Yermack, D. (2017). Corporate governance and Blockchains. Review Finance, 21(1), 7–31.
3. Böhme, R., Christin, N., Edelman, B., & Moore, T. (2015). Bitcoin: Economics, technology,

and governance. Journal of Economic Perspective, 29(2), 213–238.
4. Kiviat, T. I. (2015). Beyond bitcoin: Issues in regulating blockchain transactions. Duke Law

Journal, 65(3), 569–608.
5. Narayanan, A., Bonneau, J., Felten, E., Miller, A., & Goldfeder, S. (2016). Bitcoin and

cryptocurrency technologies: A comprehensive introduction (336 p.). Princeton University
Press.

6. Xu, M., Chen, X., & Kou, G. (2019). A systematic review of blockchain. Financial Innovation,
5, 27. https://doi.org/10.1186/s40854-019-0147-z

7. Sedlmeir, J., Buhl, H. U., Fridgen, G., et al. (2020). The energy consumption of blockchain
technology: Beyond myth. Business & Information Systems Engineering, 62, 599–608. https://
doi.org/10.1007/s12599-020-00656-x

8. Khatoon, A., Verma, P., Southernwood, J., Massey, B., & Corcoran, P. (2019). Blockchain
in energy efficiency: Potential applications and benefits. Energies. https://doi.org/10.3390/en1
2173317.

9. Salanfe. (2018). Setup your own private Proof-of-Authority Ethereum network with Geth.
Hacker Noon. Available at: https://tinyurl.com/y7g362kd.

https://doi.org/10.1186/s40854-019-0147-z
https://doi.org/10.1007/s12599-020-00656-x
https://doi.org/10.3390/en12173317
https://tinyurl.com/y7g362kd


17 Ensuring Security of Digital Voting Through Blockchain Technology 331

10. Christidis, K., & Devetsikiotis, M. (2016). Blockchains and smart contracts for the internet of
things. IEEE Access, 4, 2292–2303.

11. Andoni, M., Robu, V., Flynn, D., Abram, S., Geach, D., Jenkins, D., McCallum, P., & Peacock,
A. (2019). Blockchain technology in the energy sector: A systematic review of challenges and
opportunities. Renewable and Sustainable Energy Reviews, 100, 143–174. ISSN 1364-0321.
https://doi.org/10.1016/j.rser.2018.10.014.

12. Tapscott, D., & Tapscott, A. (2016). Blockchain revolution: How the technology behind bitcoin
is changing money, business, and the world (368 p.). Portfolio.

13. Kulkarni, A. (2018). How to choose between public and permissioned blockchain for your
project. Chronicled.

14. Hyvarinen, H., Risius, M., & Friis, G. (2017). A Blockchain-based approach towards over-
coming financial fraud in public sector services. Business & Information Systems Engineering,
59(6), 441–456.

15. Reyna, A., Martín, C., Chen, J., Soler, E., & Díaz, M. (2018). On blockchain and its integration
with IoT. Challenges and opportunities, Future Generation Computer Systems, 88, 173–190.

16. Silva, B. N., Khan, M., & Han, K. (2017) Internet of Things: A comprehensive review of
enabling technologies, architecture, and challenges. IETE Technical Review, pp. 1–16.

17. Engelhardt, M. A. (2017). Hitching healthcare to the chain: An introduction to blockchain
technology in the healthcare sector. Technology InnovationManagement Review, 7(10), 22–34.

18. Radanovic, I., & Likic, R. (2018). Opportunities for use of blockchain technology in medicine.
Applied Health Economics and Health Policy, 16(5), 583–590.

19. Wang, Y. L., Han, J. H., & Beynon-Davies, P. (2019). Understanding blockchain technology
for future supply chains: A systematic literature review and research agenda. International
Journal of Supply Chain Management, 24(1), 62–84.

20. Hjalmarsson, F., Hreioarsson, G., Hamdaqa, M., & Hjálmtýsson, G. (2018). Blockchain-based
E-voting system, pp. 983–986. https://doi.org/10.1109/CLOUD.2018.00151.

21. McCorry, P., Shahandashti, S. F., & Hao, F. (2017). A smart contract for boardroom voting
with maximum voter privacy. Available at: https://eprint.iacr.org/2017/110.pdf.

22. Barnes, A., Brake, C., & Perry, T. (2016). Digital voting with the use of blockchain technology.
Available at: https://www.economist.com/sites/default/files/plymouth.pdf.

https://doi.org/10.1016/j.rser.2018.10.014
https://doi.org/10.1109/CLOUD.2018.00151
https://eprint.iacr.org/2017/110.pdf
https://www.economist.com/sites/default/files/plymouth.pdf


Chapter 18
A Study on Interaction Effect
of Demographic Variables on Customer
Satisfaction Towards Organized
Retailing

K. Soujanya and Daniel Pilli

Abstract Revolutionary changes are taking place in Retail trade in India. There is
a growing demand for Organized retailing. An increasing number of the aspiring
middle class, favourable demographics, increasing urbanization, increasing number
of nuclear families, rising affluence amid consumers and growing preferences for
branded products have fuelled this demand. The famous adage that “the customer is
always right” is very true in today’s business scenario. This implies that customer
satisfaction is the very key to the success of any business organization. The demo-
graphic variables of the customers exert a significant impact on customer satisfaction.
The present paper attempts to examine the interaction effect of various demographic
variables on customer satisfaction towards various attributes of organized retailing.

Keywords Organised retailing · Customer satisfaction · Demographic Variables ·
Increasing urbanization · Favourable demographics

18.1 Introduction

Indian retail industry was mostly unorganized, nascent, and highly fragmented. It
may be true when it has been compared with the developed nations. Though it is in
the early stages of development, many products are sold in this industry. The retailer
is succeeding to reach every corner in the country with their products. The retail
sector still has immense market potential to target. In the coming days, retailing
will develop as one of India’s most significant and vital industries and contributes
to its economic development. The retail sector also generates lots of employment
opportunities for unemployed people. As organized retailing is evolving as a signif-
icant sector, the unorganized retail industry is making attempts to survive in the
market in Fig. 18.1. Organized and unorganized retailing in India are having their
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Fig. 18.1 Organized retail share to reach 25% share by 2018. Source Technopak analysis

own merits and demerits, but both run next to each other in a different way to satisfy
the customers.

18.1.1 Demographic Variables and Customer Satisfaction

The various demographic variables, such as Age, Gender, Income, marital status,
Occupation, qualification, etc., play a significant role in determining customer satis-
faction. Customers of different age groups differ in their purpose of visiting the
store. The older generations visit the store exclusively to shop only. At the same
time, the younger generations view the retail stores as the venues where they can
spend their leisure time and be entertained. Men and women differ in their perspec-
tives, motives, rationale/purpose of visiting a store. The needs and wants the likes
and dislikes, the buying patterns, and the customers’ explanations vary based on
their gender [1]. Marketing policy plays an integral part in an organization’s growth.
E-Marketing blend has developed several ways of reaching and involve consumers,
including Email, social media ads, search engine optimization, etc. Demographic
variables such as Gender, Age, Income, marital status, and education are also used
and analyzed to classify customers for better marketing techniques. Demographics
thus considered one of the leading market segmentation bases.
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The income position has a significant influence on consumer buying behaviour. If
the Income is high, then the person will buy more and vice-versa. Different income
groups prefer other retail formats as their income levels affect what they can afford.
High-income groups may choose hypermarkets, and low- andmiddle-income groups
may like smallKirana stores or supermarkets. Consumers generally prefer less expen-
sive goods when their Income is constricted. As income increases, they tend to
purchase more expensive and high appealing goods. Marital status is identified by
categories such as single, unmarried, separated, divorced, or widowed [2]. Marital
status represents a mental state, which influences the perceived benefits and costs of
their product preferences and purchase decisions. Occupation is one of the signifi-
cant factors determining the customers’ satisfaction towards various products they
purchase, the store from where they are buying, and how they evaluate the store’s
marketing and promotional policies. The customers’ expectations, understanding,
and knowledge of the products, store policies, and promotional strategies depend on
their education. It, in turn, influences their satisfaction [3].

18.2 Review of Literature

Surajit Ghost Dastidar and Biplab Datta [4] observed that the males were more risk-
taking/innovative than females and younger consumers were more prone to indulge
in interpersonal communication about purchases than the aged ones. Thiruvenkadam
and Panchanatham [5] examined the effect of various demographics on retail store
selection decisions. They concluded that demographics were having a significant
impact on the decisions related to retail store selection. Ubeja and Bedia [6] Results
revealed that the customers were not very sale promotion conscious, but gender-wise
they were quite aware regarding some promotional offers. It was found that; female,
those who were dependent or independent were more conscious about sales promo-
tion related to on the spot offers in shopping, which contributed to their satisfaction.
Gopala Krishnan andVaradaraj [7] analyzed the aspects of consumer satisfaction and
stored loyalty empirically and found a positive relationship between demographics
such as gender, marital status, and family and customer satisfaction and found that
there was a close relationship between gender and their happiness. Basant Kumar [8]
The respondents were young and educated. They were more fascinated with fashion
and newdevelopments in technology;we’re interested in various products, affordable
prices, options in the mode of payment, self-service, and entertainment.

18.2.1 Research Gap

From the literature review, it was found that very few studies were done on exam-
ining the impact of demographic variables on customers’ satisfaction towards various
organized retailing attributes. Very few studies analyzed the differences in customer
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satisfaction towards organized retailing of varied demographic customer groups. An
attempt was made to explore the impact of demographics on customer satisfaction
towards organized retailing [7].

18.2.2 Objectives of the Study

1. To examine the impact of demographic variables on the satisfaction of customers
towards various attributes of organized retailing.

2. To analyze the variance in the customers’ satisfaction levels and identify which
demographic variables are getting impacted more.

3. A real and accurate online review of detection is using advanced techniques.

18.3 Research Methodology

The customers who regularly and occasionally make purchases from Spencer’s retail
outlet located in Guntur District were the current research population. The researcher
has selected spencer’s retail outlet in the Guntur district for a present research study.
The mall culture in Guntur is in the evolutionary stage. Spencer’s, which is one of
the oldest retail formats in India, has introduced the joy of hyper store shopping
experience to the customers of Guntur since 2010 So, the researcher had attempted
to study the customer satisfaction towards organized retailing and how satisfaction
gets influenced by various demographic variables [8]. A total of 915 questionnaires
were distributed, out of which 664 questionnaires were returned filled up in all
respects. The present study sample was drawn using the Convenience Sampling
method. The researcher finds it easy and convenient to take exit interviews from the
customers leaving the store. Primary data was collected with the help of the obser-
vation method and survey method. The secondary data was obtained from Books,
Journals, Periodicals, Abstracts, Directories, Research reports, Conference Papers,
Web Sites, Newspapers, and Magazines. M.A.N.O.V.A. (Multiple Analysis of Vari-
ance) was calculated to find whether there is any significant difference in customer
satisfaction levels experienced. the respondents belonging to different demographic
variables [9]. Post hoc tests, namely Scheffe and Tukey HSD, are used to examine.
The demographics which are getting affected more in comparison with the other
demographics in particular in Table 18.1.
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Table 18.1 Comparison of satisfaction of customers concerning various attributes of organized
retail marketing across different demographics factors

Product
attribute
satisfaction

Store attribute
satisfaction

Sales
promotion
satisfaction

The behaviour
of sales
personnel
satisfaction

A.G.E Lambda
F value
p-value

0.981
4.136
0.006

0.988
2.648
0.048

0.998
0.491
0.612

0.987
2.198
0.068

Gender Lambda
F value
p-value

0.998
0.52
0.669

0.996
0.799
0.495

0.994
1.813
0.164

0.995
0.812
0.518

Marital status Lambda
F value
p-value

0.999
0.144
0.933

0.992
1.691
0.168

0.996
1.216
0.297

0.995
0.764
0.549

Educational
Qualification

Lambda
F value
p-value

0.979
4.7
0.003

0.954
10.498
0.0001

0.99
3.165
0.053

0.995
0.852
0.492

Occupation Lambda
F value
p-value

0.994
1.286
0.278

0.999
0.280
0.840

0.996
1.302
0.273

0.993
1.194
0.011

Monthly
Income

Lambda
F value
p-value

0.996
0.964
0.409

0.973
6.064
0.002

0.997
0.871
0.419

0.996
0.615
0.001

18.3.1 Analysis and Interpretation of Results

18.3.2 Comparison of Customer Satisfaction Concerning
Different Attributes of Organized Retail Marketing
Based on Age

The bundle of benefits that a customer considers in a product, the store’s features
that are looked at, the sales promotions, and the preferred sales personnel’s etiquettes
will differ based on the customers’ age. Younger people are more interested in the
customer-first marketing business approach. That is why retail organizations are
putting customers’ needs and wants above their own business goals [10]. The calcu-
lated p values are 0.006, 0.048, 0.612 and 0.068. The p-value corresponding to satis-
faction towards Product attributes and store attributes is less than 0.05. The p values
corresponding to satisfaction towards sales promotion attributes and behaviour of
sales personnel are greater than 0.05. It shows a significant variance in satisfaction
related to product attributes and store attributes based on age. There is no significant
variance in satisfaction related to sales promotion attributes and behaviour of sales
personnel based on age [11–14]. As a significant variance was found in satisfaction
levels towards product attributes and store attributes based on Age, Post Hoc test
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Table 18.2 Test of homogeneity of variances

Levene statistic df1 df2 Sig.

Product attributes 1.089 3 660 0.353

Store attributes 1.115 3 660 0.342

was done to examine which specific age group is getting influenced more with these
attributes [15–17]. The following are the results of the post hoc test in Table 18.2.

The homogeneity of variances of product attributes and store attributes are 0.353
and 0.342, respectively, which aremore significant than 0.05. Therefore, the post-hoc
tests named Scheffe and Tukey HSD are performed [18–21].

18.3.3 Homogeneous Subsets

The mean scores of the age groups “Below 25, 25–35, and 35–45” are 18.43, 18.19,
18.09, respectively. In Table 18.3, It is evident that the respondents belonging to
these age groups are getting more influenced by the product attributes. Those of the
respondents in the age group of ‘Above 45” as the mean score of this group are 16.71,
which is less than the other age groups [22].

Table 18.4 shows that the respondents with age groups “Below 25 and 25–35”
have 47.92 and 47.58 respectively, which are higher than those of ages 35–45 and
Above 45. Table 18.4 indicates that the respondents of these age groups are more
likely to get influenced by the store attributes comparatively than the other age groups
[23].

Table 18.3 Comparison of satisfaction towards product attributes based on age

Age N Subset for alpha = 0.05

1 2

Tukey HSDa,b Above 45 35 16.71

35–45 58 18.09

25–35 296 18.19

Below 25 275 18.43

Sig. 1.000 0.859

Scheffea,b Above 45 35 16.71

35–45 58 18.09

25–35 296 18.19

Below 25 275 18.43

Sig. 1.000 0.891

a—is the larger of the two means being compared
b—is the smaller of the two means being compared
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Table 18.4 Comparison of satisfaction towards store attributes based on age

Age N Subset for alpha = 0.05

1 2 3

Tukey HSDa,b Above 45 35 45.34

35–45 58 45.67

25–35 296 47.58

Below 25 275 47.92

Sig. 0.969 0.965

Scheffea,b Above 45 35 45.34

35–45 58 45.67 45.67

25–35 296 47.58 47.58

Below 25 275 47.92

Sig. 0.976 0.076 0.974

a—is the larger of the two means being compared
b—is the smaller of the two means being compared

18.3.4 Comparison of Customer Satisfaction Concerning
Different Attributes of Organized Retail Marketing
Based on Gender

The needs and wants, the likes and dislikes, the buying patterns and motives of the
customers varies based on their gender.Whether men and women differ in their satis-
faction related to the product, store, sales promotion, and sales personnel behaviour
was examined. The results showed that the respective calculated p values, 0.669,
0.495, 0.164, and 0.518 are more significant than 0.05. It shows no considerable vari-
ance among the satisfaction levels related to organized retailing attributes concerning
gender.

18.3.5 Comparison of Customer Satisfaction Concerning
Different Attributes of Organized Retail Marketing
Based on Marital Status

Marital status is identified by categories such as single, unmarried, separated,
divorced, or widowed. Marital status represents a mental state, which influences
the perceived benefits and costs of their product preferences and purchase decisions.
Marital status influences the value for money, customer satisfaction, and repurchase
intent of the customers. The researcher has attempted to determine whether the
customers’ satisfaction will get influenced by their marital status. The calculated p
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Table 18.5 Test of homogeneity of variances

Levene statistic df1 df2 Sig.

Product attributes 1.933 3 660 0.123

Store attributes 3.785 3 660 0.060

values are 0.933, 0.168, 0.297 and 0.549 are greater than 0.05. It shows no signifi-
cant variance among the satisfaction related to organized retail marketing attributes
concerning marital status [24].

18.3.6 Comparison of Customer Satisfaction Concerning
Different Attributes of Organized Retail Marketing
Based on Education Qualifications

The customers’ expectations, understanding, and knowledge of the products, store
policies, and promotional strategies depend on their education. It, in turn, influences
their satisfaction. The calculated p values are 0.003, 0.0001, 0.053 and 0.492. The p
values corresponding to satisfaction related to product attributes, store attributes less
than 0.05, show significant variance in customer satisfaction among these attributes
concerningEducational qualification. The p-value corresponding to attributes of sales
promotion and behaviour of sales personnel was greater than 0.05. It shows no signif-
icant variance in satisfaction level related to sales promotion attributes and behaviour
of sales personnel concerning education qualification. As a significant variance was
found in satisfaction levels towards product attributes and store attributes based on
the respondents’ education qualification, a Post Hoc test was done to examine which
specific qualification is influenced more by these attributes.

The following are the results of the post hoc test in Table 18.5.
The homogeneity of product attributes and store attributes’ variances is 0.123 and

0.060, more significant than 0.05. Therefore, the post-hoc tests named Scheffe and
Tukey HSD are performed.

18.3.7 Homogeneous Subsets

FromTable 18.6, itwas clear that the respondentswithPostGraduation andSchooling
qualifications are getting more influenced by the product attributes as their mean
scores are 18.56, 18.45 respectively,which are higherwhencomparedwith the sample
respondents whose stuff is Graduation and Diploma in Table 18.6.

The results showed that the respondents with the educational qualifications
Schooling and Graduation are getting impacted more with the store attributes as
their mean scores are 48.03, 47.60 respectively, which are higher than the mean
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Table 18.6 Comparison of satisfaction towards product attributes based on education qualification

Qualification N Subset for alpha = 0.05

1 2

Tukey HSDb Diploma 45 17.40

Graduate 365 18.08 18.08

School level 132 18.45

Post graduate 122 18.56

Sig. 0.270 0.597

Scheffea,b Diploma 45 17.40

Graduate 365 18.08 18.08

School level 132 18.45 18.45

Post graduate 122 18.56

Sig. 0.052 0.670

a—is the larger of the two means being compared
b—is the smaller of the two means being compared

scores of respondents with Post Graduation and Diploma Qualifications shown in
Table 18.7.

Table 18.7 Comparison of satisfaction towards store attributes based on education qualification

Qualification N Subset for alpha = 0.05

1 2

Tukey HSDa,b Post graduate 122 46.30

Diploma 45 47.42 47.42

Graduate 365 47.60 47.60

School level 132 48.03

Sig. 0.181 0.779

Scheffea,b Post graduate 122 46.30

Diploma 45 47.42

Graduate 365 47.60

School level 132 48.03

Sig. 0.065

a—is the larger of the two means being compared
b—is the smaller of the two means being compared
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Table 18.8 Test of homogeneity of variances

Levene statistic df1 df2 Sig.

The behaviour of sales personnel 2.088 5 658 0.065

18.3.8 Comparison of Customer Satisfaction Concerning
Different Attributes of Organized Retail Marketing
Based on Occupation

Occupation is one of the significant factors determining the customers’ satisfaction
towards various products they purchase, the store from where they are buying, and
how they evaluate the store’s promotional policies. The calculated p values are 0.278,
0.840, 0.273, which are more significant than 0.05. It shows no considerable variance
in the customers’ level of satisfaction towards different attributes of product, store,
and sales promotion concerning Occupation. The calculated p-value of Behaviour of
sales personnel is 0.011, which was less than 0.05, indicates that there is variance
in satisfaction levels of customers based on sales personnel’s behaviour concerning
Occupation. The following are the results of the post hoc test.

The homogeneity of variances of the behaviour of sales personnel is 0.065 which
is more significant than 0.05. Therefore, the post-hoc tests named Scheffe and Tukey
HSD are performed, as shown in Table 18.8.

The results can be understood as the students’ satisfaction is getting more influ-
enced by sales personnel’s attributes compared with the other occupations as the
mean score of this group is higher than the other fields as shown in Table 18.9.

18.3.9 Comparison of Customer Satisfaction Concerning
Different Attributes of Organized Retail Marketing
Based on Income

The customers’ Income plays a significant role in determining customer satisfaction
as the respondents’ Income is important in making purchase decisions. The calcu-
lated p values are 0.409, 0.002, 0.419 and 0.001. The p values corresponding to store
attributes and attributes of sales personnel are less than 0.05, which shows a signifi-
cant difference in customer satisfaction relating to store attributes and behaviour of
sales personnel based on Income. There was a significant variance in the satisfaction
levels of store attributes and attributes of sales personnel based on income [25]. To
know which income group is getting affected more by these attributes Post hoc test
was done. The following are the results of the test.

The homogeneity of store attributes and attributes of sales personnel’s behaviour
is 0.129, and 0.137 which are more significant than 0.05. Therefore, the post-hoc
tests named Scheffe and Tukey HSD are performed, as shown in Table 18.10.
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Table 18.9 Comparison of satisfaction towards the behaviour of sales personnel based on
occupation

Occupation N Subset for alpha = 0.05

1 2

Tukey HSDa,b Farming 19 17.32

Business 100 19.45

Professional 283 19.27

Housewife 85 19.44

Unemployed 38 19.07

Student 139 19.83

Sig. 1.000 0.737

Scheffea,b Farming 19 17.32

Business 100 19.07 19.45

Professional 283 19.27

Housewife 85 19.44

Unemployed 38 19.07

Student 139 19.83

Sig. 0.069 0.861

a—is the larger of the two means being compared
b—is the smaller of the two means being compared

Table 18.10 Test of homogeneity of variances

Levene statistic df1 df2 Sig.

Store attributes 1.792 4 659 0.129

The behaviour of sales personnel 1.752 4 659 0.137

From the results, the respondents belonging to the income groups of Rs 5000–
10,000, Rs 10,000–15,000 are getting more affected by store attributes compared
with the respondents belonging to the other income groups shown in Table 18.11.

The satisfaction of the respondents belonging to the income group of 15,000–
20,000 is most likely to get influenced by the attributes of sales personnel when
compared with the respondents of other income groups as this group has a mean
score that is higher than the remaining income groups as shown in Table 18.12.

18.4 Conclusion

From the findings, it can be concluded that demographic variables play a vital role
in influencing the customers’ satisfaction. Therefore, it can be interpreted that the
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Table 18.11 Comparison of
satisfaction towards store
attributes based on income

Income N Subset for alpha =
0.05

1

Tukey HSDa,b Below Rs. 5000 23 46.26

Above 20,000 152 46.60

15,000–20,000 122 46.80

10,000–15,000 137 48.04

5000–10,000 230 48.08

Sig. 0.108

Scheffea,b Below Rs. 5000 23 46.26

Above 20,000 152 46.60

15,000–20,000 122 46.80

10,000–15,000 137 48.04

5000–10,000 230 48.08

Sig. 0.206

a—is the larger of the two means being compared
b—is the smaller of the two means being compared

Table 18.12 Comparison of
satisfaction towards
behaviour of sales personnel
based on income

Income N Subset for alpha =
0.05

1

Tukey HSDa,b 5000–10,000 230 18.85

Above 20,000 152 19.10

Below Rs. 5000 23 19.26

10,000–15,000 137 19.71

15,000–20,000 122 20.11

Sig. 0.060

Scheffea,b 5000–10,000 230 18.85

Above 20,000 152 19.10

Below Rs. 5000 23 19.26

10,000–15,000 137 19.71

15,000–20,000 122 20.11

Sig. 0.131

a—is the larger of the two means being compared
b—is the smaller of the two means being compared
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marketer needs to pay attention to design the marketing and promotional strate-
gies differently for different customers to maximize the fulfilment of the customers.
The findings give a partial indicator of future health needs for multiple white-collar
workers. It is valuable knowledge to designate health plans depending on the inten-
sity of employee coping resources. Demographic research is demographic research
focused on variables including age, ethnicity, and sex. Demographic data relates to
statistically articulated socio-economic statistics, including jobs, schooling, wages,
marriage rates, birth/death rates, andmore variables. Demographic data helps compa-
nies consider how to sell and strategically prepare for potential customer demand
patterns. The p-value of product attributes and sales promotion Behavior is more
significant than 0.005; this shows no considerable variance in customer satisfaction
related to these attributes concerning Income.The significant disagreementwas found
in the respondents’ satisfaction levels belonging to different Occupations towards
details of the sales personnel’s behaviour. Post Hoc test was done to examine which
specific Occupation is getting influenced more by these attributes.
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Chapter 19
Challenges in the Adaptation of IoT
Technology

Neha, Pooja Gupta, and M. A. Alam

Abstract At present, The Internet of Things (IoT) and its relevant technologies
are moving towards the subsequent step of evolution where almost every object in
our vicinity would be integrated with the internet allowing them to communicate
and share data. This chapter begins with a brief overview of the core concept of
IoT followed by various IoT based smart-environment, applications, and services
areas of IoT in the smart environment. Despite the countless possibilities that IoT
along with other emerging technologies has to offer, various hindrances will be
encountered with such large number of devices connected to each other transmit-
ting sensitive data. Several such challenges faced in the adoption of IoT in areas
such as smart city development, smart education, healthcare and medicine sector,
manufacturing, smart grid, agronomy and telecommunication are investigated next
in this chapter. Blockchain technology is gaining popularity for its decentralization
abilities and absence of intermediaries and hence can prove to be a panacea for the
concerns related to the adaption of IoT. This chapter introduces the use of blockchain
to address these challenges arising due to the centralized structure of IoT and the
benefits of integrating blockchain with IoT environment. Keeping in mind the recent
developments related to Covid-19 and the vulnerabilities caused henceforth, in the
last segment of this chapter, we have briefly reviewed various domains where use of
IoT can prove beneficial.

Keywords COVID-19 & IoT · Smart city · Smart education · Smart
manufacturing · Smart grid · Smart agriculture · Smart healthcare · Blockchain in
IoT · Challenges in smart environment

19.1 Overview of IoT

The digital revolution is the new industrial revolution. At present, The Internet of
Things (IoT) and its relevant technologies are moving towards the subsequent step
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Fig. 19.1 IoT based smart environments

of evolution. These emerging technologies have been grasping a lot of attention of
scholars .The internet of things (IoT) is a latest standard to transform the conventional
living standards into digital. The Internet of Things IoT is a collaborative structure
of various electronic devices that are capable of effective communication. In the
coming era, IoT enabled system will furnished and upgrade the existing services in
various sectors like agriculture, medical, education, industrialization etc. This will
allow the system to be more self-regulated. It have the ability to integrate within
the system and provide a better analysis opportunities. IoT is an expanding field
for sensing, networking etc. [1]. With the employment of IoT, we can design real
smart environment around us. So it is a rising edge of technical and socio-economic
importance. Also it has become an important issue in designing and monitoring the
system. IoT has become a huge part of our life that remodelled it into more versatile
and smart ways. However, at the same time, the Internet of Things faces significant
challenges that may stand in the way of realizing its potential advantages.

Figure 19.1 shows some IoT based smart envious. Major components in IoT are
as follows:

1. Power saving system: It employ powder efficient systemwith better throughput.
2. Cloud computing: During the course of communication a large amount of infor-

mation is generated. It required a reliable structure for data handling, advance
processors and Cache. Cloud computing helps in the data management.

3. Network Connection: Internet Connectivity is required for the communica-
tion of physical devices. IoT depends on sensors and operates for real time.
Network flexibility and integration is also another aspect in IoT infrastructure
development.
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19.2 Major Challenges in IoT

Despite the scope and capabilities of IoT, there are some apprehensions in the indus-
trial sector due to the challenges and hurdles in adapting IoT [1–3]. A few of such
concerns are mentioned below (Fig. 19.2).

19.2.1 Privacy

With the growth in the quantity of Internet-connected devices, the data traffic
generated by them will increase significantly. Since these devices can process
large volumes of data, the possibility of security breaches will also increase. For
example, uninformed data collection, increased surveillance etc. Hence, to keep up
with advancement in technologies and to deal with the concerns thus arising, new
legislations for data privacy are required.

Challenges

Privacy

Security

Cost

Interopera
bility

Bandwidth

Emerging 
economy 

& 
Developm

ent

Fig. 19.2 Various challenges in IoT
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19.2.2 Security

Although security issues have always been there in the field of information
technology, IoT implementations pose different set of challenges related to security.

The interconnected nature of IoT devices means that every poorly secured device
that is connected online potentially affects the security and resilience of the Internet
globally.

Data thefts and cyber-attacks can be very easily done on IoT devices on which
proper security arrangements are not there. Even one security vulnerability can led to
unauthorized access by cybercriminals and it can compromise the whole ecosystem.
Hence handling these security challenges are of utmost importance for IoT devices.

19.2.3 Cost Factor

IoT is based on a central cloud based system and the implementation of this system
can be very expensive.

19.2.4 Interoperability

Implies the devices connected through IoT using same standards and protocols.
They are thus able to connect to any other device and interchange data. Some device
manufacturers provide partial interoperability that is interoperability with the devices
of that particular manufacturer only. This causes restrictions to the user choice as
well as to innovation and competition.

19.2.5 Bandwidth

One of the major challenges in front of IoT technology is Connectivity. At present,
IoT uses the client-server model which utilises a central server. So, with the increase
in the number of IoT devices, load on servers will increase and the bandwidth-
intensive applications will face space crunch. Maintaining these servers to handle
huge amount of data traffic will require large investments and if the server crashes
somehow, whole system will go down.
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19.2.6 Legal, Regulatory, and Rights

The use of devices connected with IoT raises many legal and regulatory concerns
such as the cross border transfer of data and differing laws and standards in different
jurisdictions, conflicts between laws and rights of people. As the technology changes
rapidly, laws and standards become outdated. This leaves people and businesses
in confusion since the laws have a slower place of evolution than the technology.
With a considerably large number of devices connected through IoT, absence or out
datedness of laws can be the reason of disastrous scenarios.

19.2.7 Emerging Economy and Development Issues

The Internet of Things can be of great use in areas such as smart healthcare, smart
agriculture and water management etc. Developing and less developed regions can
utilise these advantages offered by IoT to usher in the areas of societal develop-
ment. However, these regions need to address the issues related to infrastructure,
investment, skill sets and policies etc.

19.3 Applications and Services of IoT in Smart
Environments

The Integration of IoT with smart environments has achieved various goals. This
section will focus on key areas suggested by smart environments and illustrated the
working structure of IoT.

19.3.1 Real Time Data Circulation

Depending on the decisions taken, the smart environment can rapidly adapt itself and
improve operational efficiency resulting in higher user satisfaction.In IoT empowered
environment data tracked, collected, analyzed and processed with relevant design of
network.
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19.3.2 Economical Infrastructure

The major function of reliable IoT infrastructure is proper decision making, data
collection & predictions. It is achieved with the help of cloud servers. Economical,
flexible, scalable and secure cloud-based features create a smart environment.

19.3.3 Performance

Due to the significant developments in IoT devices, amount of information within the
network has also increased. To control such massive data with optimal throughout
is a tedious job. Integration with the cloud can produce a supporting smart design to
deal with this issue.

19.3.4 Opportunities to New Industrial Model

IoT could provide a digital competitive revolutionary environment for existing busi-
ness models. IoT can validate current industries to design modern revenue models.
The adoption of IoT in current business prototype will streamlined the profits,
improve customer services, expand the market and create a better understanding
of the system.

19.4 Challenges of IoT with Respect to Various Smart
Environments

This section will explain the difficulties faced by IoT in various smart environments:

19.4.1 Agronomy

The uses of IoT in agronomy includes lot of model and simulations. Sensors has great
importance in farming. Current developments in sensor technology have contributed
greatly to the technological advances of conventional cultivation to precision and
micro precision agronomy [4]. Wireless Sensor Networks have been used in moni-
toring soil and environmental attributes. Data flow through various kind of sensors
like climate, radiation sensor etc. are used for monitoring, mining, logic and control
purposes.Moreover, there is a captivating demand for high standard and safe farming
products. This drift the requirement for more interoperable, appropriated, robust and
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precise logistics traceability systems. The applications of IoT in agribusiness could
bemarked in various way likeMonitoring&Control, Open field agriculture, tracking
of food supply chain, in Green house cultivation etc. The IoT family come up with
all the appropriate and suitable tools and features for building and maintaining such
infrastructure and services [5].

The implementation of IoT in agribusiness faces some difficulties that are
referenced as.

19.4.1.1 Security Challenges

The essentials for Security could be summed up asAuthentication, privacy and access
control. The physical security of hardware is one of the concerning points as majority
of the equipment are positioned in open area. Also, they operate without periodic
inspections. It seems that it cannot be managed by the same security policies in all
places. There is usually unauthorized data access that leads to information leakage.
This requires data acquisition security criteria [6, 7]. Some other attacks can also be
seen i.e. interference, eavesdropping and replay attacks.

19.4.1.2 Networking Issues

As environmental characteristics change from one place to another. This creates
some difficulties in networking. Wireless communication is commonly used in agri-
cultural science in IoT implementation because it is efficient in nature. Variable
environmental characteristics such as humidity, rainfall, temperature, etc. influence
wireless. communication performance. Wireless mode passes through multi-path
propagation, low link quality, and many types of noise and disturbances due to
many environmental factors [8]. According to the requirements and challenges of the
rural environment, data has to be transferred using robust and reliable technologies.
Handling and routing of data in the network is also a major concern.

19.4.1.3 Organizational Issue

When logistics is accounted for the food and farming area, this infrastructure
encourage information trade and transportation of merchandise, enhancing the
streamlined production and inventory network all around the world. IoT provides
more precise and live progression of materials and products that brings gradual
changes in agribusiness [9]. When IoT integrates with cloud computing, it improves
service quality. A large amount of information is distributed by the system, which
significantly increases the cost and speed to move to the cloud. Obviously, there must
be an adaptive balance between storage and processing blocks. In addition, some part
of the work is processed in the cloud, which is also an important concern.
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19.4.1.4 Infrastructural Issues

Concerning IoT infrastructure in farming, a few difficulties emerge. Most of the
segments have to face unharmonious environmental conditions like rain, humidity,
atmospheric pressure, air turbulence etc. Such unfavorable surroundings disrupt
the operation of the electronic devices and may prompt to improper outcomes and
damage to the circuit. Also the associated equipment should remain dynamic and
produce reliable output throughout the process. They should operate with optimal
power and resources for significant amount of time. Hence proper programming and
optimal operational power is required, since the regular battery substitution or reset
of the stations isn’t simple in the large field. Power harvesting can relatively fix such
an issue. Besides, the huge number of interconnected devices delivers tremendous
amount of information, which may be beyond the scope of processing limits of small
scale IoT infrastructures [10].

19.4.2 Smart Healthcare

Health is an essential part of life. With the increasing graph of the population, the
load on the current medical system is shoot-up. And the current system has proved
inefficient to meet basic health needs. Meanwhile the ongoing situation due to the
novel coronavirus has clearly indicated the need for dynamic, proactive, robust,
adaptable, scalable, sustainable and agile medical services. The Internet of Things
(IoT) has significantly changed health services in a relatively short period of time
[11, 12]. The Internet of Things (IoT) has been widely recognised as a potential
solution to reduce pressure on the health care system [13, 14].The ease of using IoT
in medical can be listed as (Fig. 19.3).

19.4.2.1 Real Time Reporting and Monitoring

With the help of various connected devices in IoT infrastructure, real time data
monitoring is possible. It is helpful in the case ofmanymedical emergencies like heart
failure, diabetes etc. With the help of Smart health wearables constant observations
about various health vitals like Blood pressure, oxygen saturation levels, heart rate,
electrocardiograms (ECGs), body temperature, blood glucose and weight etc. are
achieved. As per the access permission, the connected IoT devices are able to collect
and transfer health data with licensed authorities like physician, health consultant,
registered medical clinics or insurance agencies. Furthermore, the data collected is
available to the licensed person/organization anytime, anywhere.
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Fig. 19.3 Overview of IoT in infrastructure in health care

19.4.2.2 Medical Assistance at Remote Location

This is a pathetic situation for a patient to avail proper clinical help at remote locations.
It may be because of unbalanced medical facilities at that location. In such cases the
IoT enabled medical infrastructure can dispense relevant medical support to such
patients. Medical practitioners can deliver prescriptions through healthcare delivery
chains to patients through IoT devices.

19.4.2.3 Continuous Follow-Ups and Alerts

Live tracking and alerts could be a boon in case of critical health conditions.Real-time
notifications for proper monitoring, analysis and diagnosis to protect the health of a
patient is feasible with IoT devices. This allows for hands-on treatment, precise and
appropriate medication by specialists. Subsequently promoting the thorough patient
care.

19.4.2.4 Budget Friendly and Proper Connectivity

Healthcare mobility solution assist in automating the healthcare workflow. IoT in
medical care empowers interoperability, device to device communication, exchange
of data and also routing of the medical data. This prompts a practical and afford-
able distribution of medical services. It also bring down the avoidable visits to the
clinics/hospitals and aids to efficient resource utilisations.
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19.4.2.5 Data Selection and Analysis

Data collected via IoT devices can be examined through mobility solutions powered
by IoT. This will curb the further classification of data. It also enhances critical
healthcare analytics and data-driven experiences, which decreases the mistakes and
accelerates decision making.

The coin has two sides. IoT application in medical field have faced several
challenges which are as follows [14, 15].

19.4.2.6 Outdated Medical Infrastructure

Despite of the fact that retrofitting can revive aging infrastructure, IoT is difficult to
exploit if the infrastructure of a facility is obsolete. Outdated infrastructure is a known
problem in healthcare. At the point when emergency clinics are in critical condition
and requires renovation, they also experience various challenges to hire well trained
staffs and up gradation. As there is significant demand for potential candidates and
they might not have any desire to cope up with outdated medical infrastructures.

19.4.2.7 Data Security and Privacy

Data security and privacy is always being a point of concern for any system.IoT-
enabledmobile devices capture data in real-time.Butmost of themdon’t have compli-
ance with protocols and standards. Therefore there is a high possibility of unautho-
rised access of the information. This makes data more vulnerable to cybercriminals.
There is a possibility to compromisewith personal health information due to hacking.

19.4.2.8 Data Management

The medical sector will produce tremendous amount of information. And because
of unregulated of information and communication protocols, it is difficult to collect
data for critical insights and analysis. In addition, the health industry has to be
very careful to treat patient from IoT devices. IoT devices accumulate data in the
large volume. For accurate examinations/scanning, the information must be partially
analyzed without overloading. The surge of information produced by IoT devices
implemented in medical industry can also lead to unexpected problems and influence
decision-making methods if organizations are not ready to deal it appropriately and
verify its quality. So data management, its accuracy and precision is an important
concern.
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19.4.2.9 Device Integration

Integration of many types of devices causes obstacles in the implementation of IoT
in the medical ecosystem. This is because of lack of protocols and standards. There
is no such synchronous protocol that accompanied data aggregation. This also scale
down the scalability of IoT in medicine.

19.4.3 Smart Education

Recent developments and adaptation in Information Communication Technology
(ICT) have improved many aspects of the education sector. The recent novel Coron-
avirus hits the world which has given impetus to the Internet of Things (IoT). Infor-
mation and communication technology has transformed the conventional learning
approach to digital-based learning methods [16, 18]. IoT is one of the paradigms that
come up with more smart environments at different stages of society. IoT upgrade
the nature of existing learning methods. It has a capability to design a collabora-
tive content producing smart environment for educators and learners. Additionally,
It assists educators to formulate smart lessons plans. It could lay out customised
study materials and realise students learning Characteristics and performances. This
practice has initiated new channels of communication and aids latest dimensions
of skills. During this collaboration students can seek guidance and support from
their teachers to solve their educational problems. [17] The IoT system empow-
ered learners to be a part of education system from any location at any time. It
has promoted personal learning through its choice and frequent lectures. It expands
the proficiency of the organisation, classrooms, students and administrators [19].
Students and teachers can enjoy the benefits of IoT devices such as interactive white
boards, tablets, smart phones, e-books, 3D printers, virtual and augmented reality
headsets, sensors, fitness bands, cameras and videos and more. IoT devices drive a
fast, streamlined, systematic and productive learning process. IoT tools provide a
comfortable environment for students, teachers and administrators by magnifying
their proficiency. IoT devices are exceptionally convenient for managing records of
students, teachers and administrators.

Various research exhibits merits of using IoT in education la few of them are as
[20, 21]:

i. Efficient and cost effective use of resources.
ii. Improved learning speed.
iii. Ease in record management.
iv. Ease in monitoring & control.
v. Better physical security.
vi. Availability of assignments, grades, lessons in digital format.
vii. Expand the reach of education.
viii. Escalates co-curricular activities.
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ix. Stimulate real world learning scopes and practices.
x. Well organised task execution.

Conversely, there are several challenges that relate to the applications of IoT in
education are:

i. Development complexities: IoT is as yet in its beginning phases and numerous
issues are as yet unsolved, for example, coverage, high sensors price, and
battery life among others [7]. In like manner, IoT specialists need to think
about these issues to encourage the work of IoT applications.

ii. Need for proper monitoring & management of IoT devices.
iii. Security and privacy concern: Sometimes due to security violations personal

information of students or educators leaked.
iv. Implementation and device availability.
v. Necessity of sufficient bandwidth and reliable internet connection:High speed

connectivity is required for accessing study materials.
vi. Proper Teacher Training: This is required for better collaboration and effective

use of the IoT devices while imparting knowledge.
vii. Ethical issues.
viii. Financial issues: Financial resources is assumed to be a important part in

the integration of IoT devices with classroom attributes. Adequate funds
will permit the use of appropriate IoT devices. Here information is collected
saved and distributed among educators and learners through reliable network.
Therefore, adequate budget is required for the smooth adoption of IoT in the
education sector.

ix. Changes in existing curriculums: Departments like software engineering,
computer sciences are required to build up their educational programs to
consolidate IoT courses to qualify their new students with ample capacities
to head various IoT ventures. Also, Educational institutions need to improve
their procedures by incorporating IoT into their developed programme. By
With the objective of professional development for trainees and students insti-
tutes have to organise orientation sessions for their staff with respect to the
aces of IoT.

19.4.4 Smart Manufacturing

Smart manufacturing is the use of devices connected via IoT and technologies such
as big data, artificial intelligence, machine learning etc. in themanufacturing process.
It offers umpteen benefits e.g. increased efficiency, improved productivity, real time
supply chain management, optimized inventory management etc. thus providing an
edge over competitors [22] (Fig. 19.4).
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Fig. 19.4 IoT enabled smart manufacturing system

19.4.4.1 Challenges

Despite offering many advantages, like any other technology, this one also suffers
from various challenges. A few such challenges are discussed here [23, 24].

19.4.4.2 Integration

Traditionally, machines in the industries are used for a long time with repairs and
maintenance whenever needed. To make the manufacturing ecosystem compatible
with the newer technologies, these machines need to be replaced. This would cause
huge expenses. So, the businesses especially smaller ones does not find it rational to
spend on new machines when old ones are working fine.

19.4.4.3 Connectivity

In manufacturing process enabled by IoT, communication happens through wireless
medium unlike the existing wired communication. This requires alteration in the
network infrastructure causing a burden on the finances of the organisation.
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19.4.4.4 Financing

The benefits of using IoT are not fully proven.Many of these have theoretical backing
only. Getting funds for the deployment of IoT enabled systems without any visible
improvements is a very difficult task.

19.4.4.5 Skills

With the rapid development of new technologies, skill gap is increasing amongwork-
force since these technologies require people who are specialized in that particular
area. Deployment of IoT enabled devices in industrial ecosystem would also require
skilled workforce to design, execute and keep up the system. Due to the mismatch
of skills, a large number of vacancies might be created in the manufacturing sector.
Also, lack of knowledge about the newer technologies will make it difficult for the
top management of the industry to make informed decisions. All these can hamper
the economy.

19.4.4.6 Lost Manufacturing Jobs

The deployment of smart industry requires highly specialized workforce. This would
leave a lot of existing workers’ skills as obsolete and may render them jobless.

19.4.4.7 Security

Security is the major concern of the IoT enabled devices. In the production process,
there are several components and data transfer take place between them. If due
to improper security solution, attackers get access to the network, manufacturing
process can be compromised, machines can be hacked, and damaged.

19.4.5 Smart Grid

In the near future, IoT could be used extensively in the field of smart grid.Smart grid
allows surveillance and control over the entire power supply chain starting from the
power plant to the end users with the help of intelligent devices such as smart meters,
smart appliances etc. However, being a critical infrastructure, use of IoT for power
grid poses many issues and challenges a few of which are mentioned here [25].
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19.4.5.1 IoT-Based Smart Grid’s Security Issues

Using IoT in the power grid system is prone to various security issues.

19.4.5.2 Spoofing

Spoofing is when an attacker gets unauthorized access by impersonating a legitimate
user. An attacker may tamper with the consumption details by spoofing the smart
meter of some other user.

19.4.5.3 Eavesdropping

Devices in the smart-grid system exchange information over the communication
network. So, the attacker can have illegal access to this data by compromising the
network.

19.4.5.4 Privacy Issue

By eavesdropping, an attacker can get access to the data exchanged in the smart-grid
system. This data can further be harvested to gain sensitive information about the end
user such as their sleeping schedule, their behaviour pattern, type of appliances used
or if they are away from home for a certain period of time. This data can also be used
for commercial benefits such as targeted advertisements, without the knowledge and
consent of the user.

19.4.5.5 Data Tampering

An attacker can not only look into the data transmitted, but can also tamper with
this data. Attacker can tamper with the key parameters set in the smart meter such as
the dynamic prices for increased electricity consumption, thus paying less than their
actual consumption.

19.4.5.6 Authorization and Control Access Issues

The devices in the smart grid system can be controlled remotely. An attacker, if
gets unauthorized access, can damage the physical infrastructure thus causing power
failure.
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19.4.5.7 Denial of Service Attack

In the smart power grid system, even the critical components are connected through
IOT. These components if attacked can render them unavailable.

19.4.5.8 IoT-Based Smart Grid’s Challenges

Using IoT in the power grid system can pose unique challenges. These challenges
can inhibit the adoption of smart-grid based on IoT by the end users.

19.4.5.9 Scalability

The Smart-grid system spans over wide areas and has a considerably large number
of devices connected. So, any security technique to be deployed must be scalable to
the future increase in devices.

19.4.5.10 Interoperability

If the devices in the smart-grid system does not follow homogenous protocols and
standards, establishing communication among them could be problematic.

19.4.5.11 Non-homogenous Resources

Interoperability issues can also arise if the devices in the smart-grid are having
heterogeneous resources e.g., memory capability, bandwidth etc. Establishing
communication among such devices can be very challenging.

19.4.5.12 Resource Constraint

Many devices in the grid system have inadequacy of resources. So, the deployment
of security techniques on these devices needs to take care of this constraint. This can
pose difficulties while applying existing security technologies.

19.4.5.13 Legacy Systems

Components and devices of the classical power-grid have negligible security infras-
tructure support. Replacement or updation of these devices in order to make them
smart-grid compatible is a tedious task.
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19.4.5.14 Trust Management

Different components in the smart-grid system are managed by different entities e.g.,
smart appliances are managed by the users, substations and smart meters by the grid
operator. In order to maintain a smooth communication between these components,
trust between entities is a must. Building trust is a huge challenge for such a huge
network.

19.4.6 Smart City

An urban area can be transformed into a smart city under the umbrella of electronic
devices and sensors. A smart city is an environment that utilizes IoT connectivity and
smart appliances to achieve automation and intelligence capability. Smart city offers
a solution to the problems caused by rapid urbanization and increase in population.
Its aim is to improve the efficiency of services offered to citizen thus easing their
life.

19.4.6.1 Challenges in the Adoption of Smart Cities

Despite numerous advantages of IoT in the implementation of smart cities, this
concept also suffers from various challenges a few of which are discussed here
[26–28].

19.4.6.2 Governance Issue

Governance is a major concern in developing a smart city. A strong political will
and clear vision will be required to make efficient long term plans. Implementation
of these plans is the responsibility of local authorities and if effective coordination
is not maintained among them, it will make the task very difficult. Trust between
the government and people is also a matter of concern which can get into trouble if
privacy and security issues are not addressed properly.

19.4.6.3 Economic Issue

Smart city ecosystem requires large-scale infrastructure e.g. sensors, smart appli-
ances, smart-grid etc. Infrastructure development at this scale requires huge finan-
cial expenditure. Functioning and maintenance of this system will also require high
expenses. Deployment and development of smart city ecosystem requires workforce
with highly specialized skillset. Also, workers need to be given regular trainings and
workshops to keep up with the advancement in technologies.
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19.4.6.4 Technology Issues

Development of smart cities involves research, development and new and efficient
technological inventions. Planning and executing authorities lack knowledge needed
for developing such technology intensive ecosystem.

Majority of the Citizen lack technological knowledge as well as access to tech-
nology. Making arrangements for their training and education is a huge challenge.
Data privacy and security is a major concern since a lot of personal data about the
citizens will be transmitted over the network which if compromised can prove to
be a disaster. This system involves integrating various components which is quite
challenging since these components does not use homogenous protocols.

19.5 Blockchain as a Solution

Despite the fact that, IoT has many advantages, some challenges also exist like secu-
rity & privacy issues, Legal, regulatory issues, Interoperability issues, IoT standards
issues, developmental problems etc. In IoT, the process of data flow is vulnerable at
many stages. There is a high probability of data mishandling and negative control on
data flow process by hackers. Blockchain would be a useful technology to address
such security and privacy issues in IoT. This is due to the fact that blockchain is based
on decentralised network concept that stamp out the central server dependency of IoT.
Blockchain allows information flow through distributed ledger for every transaction
with legitimate confirmation [29] (Figs. 19.5 and 19.6).

Most IoT systems, which have been implemented so far, are based on the
centralised server concept. In IoT, most of the collected data is kept up in a central
server. If the devices need to retrieve data to interact they need to collaborate with
central nod and the information stream will occur through it. In IoT systems, sensor
devices collect information and transmit it to the central server via the Internet. From
a centralized server, analytics were proceeded according to the client necessities and
comfort. In comparative, the enormous scope IoT system aspires to perform analysis,

Fig. 19.5 Data flow in IoT
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Fig. 19.6 Data flow in IoT
with Blockchain

the processing capacity of existing Internet structures may not help adequately. To
handle the huge data processed in large-scale IoT systems, the infrastructure of the
Internet needs to be enhanced. One most ideal approach to understand this is to have
decentralized or appropriated networks.

Blockchain technology is powered by peer-to-peer networking (PPN), distributed
file sharing (DFS), and autonomous device coordination (ADC), capabilities that
permits the IoT to follow to a large number of associated devices. Also, Blockchain
permits the IoT to handle data exchanges between the devices in communication [30,
31]. The distributed network of blockchain makes peer to peer messaging faster and
also reduces the dependency on the central server. In IoTwith blockchain, distributed
ledger is carefully designed which doesn’t permit in distortion, wrong validations in
information. The adoption of blockchain in IoT will make the information stream
will turn out to be more reliable and secure.

Subsequently integration of Blockchain technology with IoT also adds following
benefits [31]:

i. Tamper-evident information.
ii. Helps in the development of cost efficient infrastructure.
iii. Stamp out single authority control.
iv. Increase confidentiality.
v. Build system more reliable and Robust.
vi. Keep Track record of old transactions.
vii. Records the notable activities.
viii. Distributed record sharing.
ix. Improve privacy of the information.
x. Empowered for self-directed functioning.
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19.6 COVID-19 and IoT

Recently coronaviruses have affected the whole world in incalculable ways, various
nations call Lockdown so that there is no loss of life. It has an unprecedented impact
on our society and our economy. As governments go hand-in-hand to address these
issues, various systems dependent on technology such as IoT have jumped in to help
manage this overall health emergency. Therefore, COVID-19 may well be a definite
impetus of the Internet of Things (IoT). Some areas where IoT will thrive due to the
COVID-19 effect are.

19.6.1 Telemedicine and IoT

The telemedicine sector has consistently collapsed while reaching the market
demands. However, in collaboration with medical devices, it has the potential to
convert significant proportions of physical health interactions into remote interactions
that lead to relief from pressure on the prolonged medical system.

Health care structures in the world are confronting difficulties in providing
proper medical/clinical care and lessen the risk of exposure. Contactless inves-
tigations/communications are helpful in preventing this epidemic from rapidly
outspreading. The emphasis on contactless clinical assistance drives, the medical
care communities to pick up the IoT arrangement providers for a powerful approach
to combat diseases. With cloud and Artificial Intelligence, IoT offers medical care
experts to screen their patients, access the information, and give therapy from a
far-off area, this is conceivable by taking advantage of smart devices like a smart
thermometer, smart wearable, and various trace apps.

19.6.2 E-commerce and IoT

COVID-19 results in a complete lockdown in several nations. There was turmoil
not only in the medical sector but also in transportation and businesses. With the
dissolution of the supply chain network due to COVID-19, a major issue of inventory
control comes into the picture. This issue could persist through the end of the year.
The use of NFC labels could ease this challenge to a great extent.

Then the trace and track system employed by some organizations has been shown
to be essential for keeping online business in full action and managing delays in
real-time delivery. In the end, IoT has become an approach to contribute a swift and
more straightforward support to the consumers. If there is a change in consumption
habits, this could be one of the new requests.
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19.6.3 Work from Home and IoT

In several sectors, Work home is a growing trend from the past few months due to
the pandemic.

It provides us greater adaptability and flexibility, saves home to work travel time.
Additionally, it also permits organizations to save money on physical locations. It
also enhances the budget in teams working in different locations. IoT comprises
4 segments: Sensors, Networks, Cloud, and Applications (SNCA). Earlier to this
health alarming situation, sensors (84%), information handling (77%), and cloud
stages (76%) were the premium to organizations dealing with IoT.

19.6.4 Blockchain and IoT

Blockchain technology provides a tamper-proof environment for transactions. For
this case a blockchain network where theWorld Health Organization (WHO), Health
Ministry of each nation, all important nodal clinics of every nation, were associated,
sharing their real time data constantly, about any new transmittable diseases, at
that point the world may have woken up significantly sooner. The WHO and other
technical companies are working with blockchain on a program to help pass-on
information about the ongoing pandemics under the name MiPasa.The program is
a distributed laser technology (DLT) that will aid in exposure of viruses in advance
and identification of carriers and hotspots.

19.7 Conclusion

Internet of Things is a step towards creating an interconnected system of devices that
are able to communicate without any human interference. It has enormous poten-
tial that can be utilized in almost every area e.g. healthcare, agriculture, education,
etc. However, there are various concerns and challenges associated with this tech-
nology that is responsible for hindering the deployment of IoT based systems. In
this chapter, we have given a brief overview of IoT and its applications in various
smart environments. We have discussed the challenges in the integration of IoT in
various environments such as smart-grid, smart-city, etc. Finally, we have reviewed
blockchain technology and how it can be a remedy for the challenges of IoT. The
chapter also elucidates some of the domains that flourish during the pandemics with
the help of IoT.
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Chapter 20
EEG Signals Based Choice Classification
for Neuromarketing Applications

Ahmed Ali, Toufique A. Soomro, Faiza Memon,
Muhammad Yousaf Ali Khan, Pardeep Kumar, Muhammad Usman Keerio,
and Bhawani Shankar Chowdhry

Abstract Recently, the promising field of neuromarketing, which uses neuroscience
in thedecision-makinghas attractedgrowing interest fromvarious end-user industries
and geography. As neuromarketing helps with effective advertising, brand creation,
and product design. Conventional marketing techniques (e.g. newspaper publishing
and television commercials) are sometimes ineffective in selling products, as these
techniques do not strongly inspire customers to purchase certain products. Such
traditional marketing techniques seek to assess the customer’s tendency towards
a product, which may not necessarily imply an attitude towards the brand and its
purchase intentions. It is possible that the seller misinterprets the behaviour of the
customer, since the expected behaviour does not always reflect the actual purchase
behaviour of the customer. The book chapter focuses on linking the gap between
neuromarketing techniques, reflecting implicit customer behaviour, and conventional
market techniques, which involve explicit consumer behaviour. In this chapter, the
authors have thoroughly reviewed neuromarketing techniques for the recognition of
choice based on EEG signals. In addition, the authors also identified another area
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under-explored in neuromarketing studies i.e. data mining techniques for classifying
and predicting customer choice recognition. This book chapter therefore provides
a comprehensive review of the reported machine learning and deep-learning tech-
niques for tracking customer choice recognition based onEEGdata involving valence
features and power spectral density. We found that the KNN + Fourier transform
algorithmhas the highest reported accuracy and ismore reminiscent of support vector
machine techniques and the nearest k-nearest neighbour.

Keywords Customer choices · Electroencephalogram (EEG) · Neuromarketing ·
Brain-computer interface (BCI)

20.1 Introduction

Consumer neuroscience is a growing sub-field of neuroscience that connects the
affective and cognitive domains of customer behavior. Over the last few years,
consumer neuroscience has rapidly gained popularity across the advertising and
marketing field, and neuroscience approaches are being used to advertise a variety
of products and brands.

Consumer neuroscience could help the seller to understand the neuronal activities
of the customer for different products and to identify the elements that influence
the customer’s preferences when purchasing products. It is well documented in the
neuromarketing studies that customers do not always understand what happens in
their unconscious neuronal activities. In addition, several studies have shown that
customers are not always explicit in their intentions or choices. The adoption of
conventional marketing methods such as questionnaires and interviews to evaluate
customer choices, purchase intentions and needs, may lead to incorrect or biased
conclusions. Likewise, a verbal statement of choice can give rise to unconscious or
conscious bias. It is difficult to find the customer’s choice directly on the basis of
preferences, due to ethical issues, time availability and high cost of the product. These
factors represent a contradiction in the view of the customer during the evaluation
of the usefulness of the product and their real views, senses, and feelings about
the product. Advanced neuroimaging techniques-based marketing studies provide
excellent customer behaviour assessment. These techniques eventually help sellers
to evaluate the customer’s neuronal activities and to understand the subconscious
process that provides failed or successful marketing information. This information
is obtained by overcoming the basic challenge in conventional marketing research.

BCIs is widely used neuro-imaging technique in the consumer neuroscience field.
BCIs techniques permit the researcher to connect the brain with the computer effi-
ciently. Generally, the BCI system does not require muscle interference or external
devices to generate commands. In addition, the BCI uses freely produced brain
signals to control devices capable of interacting or communicating with the envi-
ronment. EEG signals analysis is the fundamental technique used to test neuronal
processes. The EEG-based method is portable, affordable, versatile, and practical.
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Table 20.1 Widely used locations of sensors in consumer neuroscience field for choice detection

Authors Electrode channel Waves Device system

Agarwal et al. [3] C4, Cz, Fz, Pz, P3, C3, P3 & F3 N200 Muse InteraXon

Touchette et al. [1] F4 & Fp3 α NeXus-10 biofeedback system
Mind Media Inc

Vecchiato et al. [5] F1/F2, F7/F8, AF7/AF8 &
Fp1/Fp2

α BrainAmp, Brainproducts
GmbH

Vecchiato et al. [5] F1/F2, F7/F8, AF7/AF8 &
Fp1/Fp2

θ BrainAmp, Brainproducts
GmbH

Boksem et al. [4] CP5, C4, C1, C3, C5, FC4, FC2,
FCz, FC1, FC3, F4, F2 & F1

θ 64 active Ag–AgCl electrodes
(Biosemi ActiveTwo

Boksem et al. [4] FCz, FC1, F2 & AFz, β 64 active Ag–AgCl electrodes
(Biosemi ActiveTwo

Noninvasive EEG signals can provide continuous real-time neuronal activities with
excellent temporal resolution. Thus, in this chapter of the book, the authors focused
on EEG signal based BCI system studies for neuromarketing applications.

By employing some classifiers, BCI can provide excellent analysis to extract
choice patterns from neuronal activity, and to convert acquired patterns into a brand-
selling response. In addition, the relevant literature on DNN-based choice classifica-
tion has been extensively explored and assessed. The key objective of this work was
to carry out a comprehensive survey of EEG-based Choice Classification studies for
the consumer neuroscience application in order to increase the understanding of clas-
sifier forecasting performance by comparing the results of DL and other traditional
classification techniques, including k-nearest neighbours (KNN), random forest (RF)
and vector support machines (SVM).

The typical electrode positions used in the choice identification studies are summa-
rized in Table 20.1. Benjamin et al. [1] has shown that the α wave from positions F4
and F3 relates to the involuntary response of the customer to the items attractions.
Vecchiato et al. [2] has shown that asymmetric increments of the α and θ waves are
associated with pleasant advertising in the left brain region at positions F1, F7, AF7,
FP1. Likewise same author [2] also showed that asymmetric increments of the α and
θ waves are linked to the viewing of displeasing advertising observed in the right
brain region at positions F2, F8, AF8 and FP2. The spectral power of the α waves
increases significantly for pleasant advertising at position F1 and for the unpleasant
advertising at positions AF4 and AF8. Whereas for θ waves, enhanced neuronal
activity develops at positions F3, AF8, and F2, for unpleasant advertising, and at
electrode Fp1 for pleasant advertising. Mohit et al. [3] related choice characteristics
such as liking, emotions, attention, to position C4, C3, Cz, Fz, Pz, P3, F3. M.A.S
Boskem et al. [4] have shown that the single choice is related to the activity of β in the
(15–18) Hz span on the middle-frontal region on position FCz, FC1, F2, and AFz.
Besides, they demonstrated that the population choice is related to the (60–105) Hz θ

span on the front-central region of electrodes CP5, C5, C4, C3, C1, FC4, FC2, FCz,
FC4, FC1, F4, F2, and F1.
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20.2 EEG Signal Indices

Based on our review of previously reported studies, we have identified the following
EEG features that have been reported for the examination of individual responses
to marketing stimulus: (1) valence. (2) choice index, (3) effort index; and (4) the
approach–withdrawal (AW) drive index and (5) Task Engagement Index. These
indices help advertisers to understand customer reactions to products.

20.2.1 Valence

Frontal electrode asymmetry is related to choice. Right and left frontal stimulation
are linked to negative and positive valence, respectively. Several reports have backed
the hypothesis that frontal asymmetry in EEG signals is a valence indication.

20.2.2 Choice Index

It is defined with respect to asymmetries of frontal γ and β waves often linked to
the actual stage of choice selection. It is defined in relation to the asymmetries of
the frontal γ and β waves which are often linked to the choice. In addition, it is
the most closely linked component of the willingness-to-pay action to determine
the customer’s choice, particularly using γ waves. Smaller magnitudes of γ and β

waves are correlated with comparatively stronger right brain activation, and larger
magnitudes show stronger left prefrontal activation. Michael et al. [6] individually
measured the choice index for each wave (β and γ) based on the position of AF4 and
AF3, as per Eq. (20.1):

Choice Index = ln(AF3)− ln(AF4)

ln(AF3)+ ln(AF4)
(20.1)

20.2.3 Effort Index

The effort index is described as the activities of the frontal θ in the prefrontal region. In
the this region, increased θ power is linked to a higher degree of work complexity and
difficulty. This index functions as an indicator of mental processing due to cognitive
fatigue and has been extensively investigated in neuromarketing studies. This element
demonstrates the significance of both negative and positive cognitive processing for
the development of strong memory tracks during marketing.
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20.2.4 AW Index

The approach–withdrawal drive indices, specifies drive, motivation, and approach-
avoidance. The frontal asymmetry hypothesis describes that the right hemisphere of
the brain is responsible for the withdrawal (negative) drive and the left hemisphere is
responsible for (positive emotions. Its negative magnitude results in the prevention
behaviour (negative drive) expressed by increased stimulation of the left frontal brain
region. PositiveAWmagnitude, on the other hand, leads to approach behaviour (posi-
tive motivation) as expressed by the upper-right frontal cortex stimulation. Several
scientists have shown the reliability and dependability of the frontal α asymmetry in
neuromarketing studies.

AW = α(F4)− α(F3)

a(F4)+ a(F3)
(20.2)

20.2.5 Task Engagement Index

The Task Engagement Index tests how a person is cognitively engaged in a task. The
task Engagement index could be used as a feature for the cognitive task classification.
Variations in the demand for tasks can lead to varying degrees of mental Engagement
that can be calculated using the task Engagement Index.

T E I = β power

a power + θ power

20.3 Neuromarketing

Conventional marketing techniques include focus groups, questionnaires, interviews
and surveys, in which customers consciously and freely document their views and
experiences. However such conventional techniques cannot determine the uncon-
scious part of the behaviour of the customer. EEG signal-based systems have the
potential to detect unconscious drives that affect the act of building choices. It has
been well documented that almost 91% of the information is being treated subcon-
sciously in the brain. Studies involving consumer neuroscience and neuromarketing,
the examination of subconscious actions reveals the real choices of customers rela-
tively more correctly than conventional marketing techniques do. Mainly because
subconscious views play a leading role in making customer choices. On the other
hand, conventional market research techniques have been found to be lacking in
the examination of subconscious actions in the customer’s mind, which make the
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difference between the results of conventional marketing studies and the customer’s
behaviour at baying point. The word ‘neuromarketing’ is made up of two words,
‘neuro’ and ‘marketing.’ Combination of two broad fields of research: marketing and
neuroscience. Neuroscience is a study of the mind from a psychological and biolog-
ical point of view. In addition, neuroscience research has exceptionally strengthened
marketing research, and integrationbetween thesefields helps to understand customer
behaviour. The word neuromarketing has begun to appear around 2003. Initially, a
few companies, such as SalesBrain and Brighthouse, began providing research find-
ings and consultations on neuromarketing, promoting and encouraging neuroscience
in the field of marketing. Over the last few years, a number of large corporations have
started using the neuromarketing method to examine promotional materials before
delivering products to customers. Such a method has been consistently supported by
product managers in large companies, including Combell’s and Coca-Cola.

Neuromarketing scientists strive to employ a neuroscientific process to understand
customer behaviour (preferences, needs, requests) when customers purchase prod-
ucts. This element shows the basic interest of the scientist in assessing the mental
and sensorimotor response of the customer to advertisements and products using
a number of techniques. Numerous scientific experimental marketing techniques
are available other than BCI, such as facial electromyography, facial coding, skin
conductivity, galvanic skin output, eye-tracking and EEG. Over the last few years,
EEG-based analysis signals have often been used in combination with brands and
promotional stimulation. The neurosciencemethod for assessing customer behaviour
has been progressively used bymarketing professionals, in particular consumer brand
managers, to estimate the memorization of a TV advertisement, thus offering a
different advertising assessment tool. See Table 20.2 about a summary of advertising-
or buyer research based on EEG signals. Vecchiato et al. [7] clarified the advantages
of using the EEG assessment for commercial and political television advertising.
The EEG signal analysis evaluates the interest generated by the advertising activity
[8]. Vecchiato [9] on the other hand, has identified the influence of another cognitive
mechanism in the neuromarketing area.

20.3.1 Ethical Considerations in Neuromarketing

The aim of neuromarketing is to provide evidence of how the brains of customers
function in the presence of various market stimuli. The advantage of this measuring
system is that the evidence obtained is free from customers’ perceptions and their
inability to disclose the facts. There is clearly no question of the use of these methods
in consumer evaluation, but the great challenge is that researchers can observe beyond
the ethical limits. That is why the use of neuromarketing causes ethical apprehensions
that could be divided into two categories: the protection of the rights of customers
and the protection of other parties that could be influenced or exploited by these
experiments [30].
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Table 20.2 List of advertising articles that used EEG signals

Author Marketing substance
and stimuli

Techniques Details

Young [10] TV advertisement Waves Engagement Index =
β/(α þ θ)

Venkatraman, et al.
[11]

TV ad Waves occipital α

Vecchiato et al. [2] TV advertisement Waves θ and α (power spectral
density)

Vecchiato et al. [12] TV advertisement Waves θ and gamma

Ohme et al. [13] TV advertisement Waves α (emotional response)

Ohme et al. [14] TV advertisement Waves α band frontal
asymmetry

Khushaba, Rami. et al.
[14]

Waves Product α, β, θ,
gamma, delta

Daugherty„ et al. [15] TV advertisement is
dense-

Waves 3 epochs: 200–350,
350–500, 500–800

Cohen, Jill, et al. [16] Print advertisement Waves delta and β

Boksem, Maarten et al.
[4]

Movie trailers Waves β and gamma
oscillations

Barnett et al. [17] Movie trailer Waves α oscillation
(cross-brain
correlations)

Telpaz, Webb and [18] Product Waves/field potentials θ/N200, FRN

Schaefer et al. [19] Price Field potentials FRN (feedback related
negativity); P300

Xiaoyi, Wang et al.
[20]

Names of brands Field potentials N400

Jing and Han [11] Products Field potentials P300

Pohzaharliev et al. [21] Brands Field potentials P2, P3, LPP

Ma et al. [22] Brands and images Field potentials N200, P300

Ma et al. [23] Brands and product Field potentials P300

Ma et al. [24] Brands Field potentials N270

Lin et al. [25] Scent Field potentials LPP

Jones et al. [26] Price Field potentials FN400, LPC, P200

Jin et al. [27] Brands Field potentials N400

Guo et al. [28] Online
recommendations

Field potentials N200, P300

Chen et al. [29] Online book reviews Field potentials LPP (prolonged P300
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Four key areas of neuromarketing ethics can be described in this field: the safety of
test subjects, dominant niche audience exploitation, responsible company advertising
and public representation [30]. The identity of persons responding to neuroscience
trials held in medical institutions is generally protected by regulations. However
these rules lose control as neuroscience is used outside medical research facilities,
which basicallymeans that the privacy of research objects is based on the researcher’s
ethical principles.

Misuse of niche populations is the second ethical challenge of neuromarketing.
In this situation, children, older people, people with psychiatric disabilities, etc. are
more sensitive audiences. Neuroscience research would be able to supply advertisers
with vital knowledge of vulnerable customers, and would be able to manipulate these
niche markets even more effectively than others. For example, in order to produce
new games, video game companies are using children for such testing [31].

Responsible company advertising suggests that neuromarketing research firms
must be particularly careful about advertising their services. The fact that human
brains are the world’s most complex biological organs, with 10 billion cells attached
to each other, is scarcely remembered by representatives of major organisations. The
method of understanding how brain functions is extremely complex and there is still
a chance of making mistakes. However, color-coded brain photographs, comple-
mented by neuroscientific explanations, often appear to be sufficiently conclusive to
generate organizational neurotype. This adds to situations under which advertisers
are generally keen to support studies into neuroscience without taking into account
the relevance of their findings. And if neuroscience-based advertising does not meet
requirements, businesses will incur damages.

Another legal issue of neuromarketing is civic representation. The lack of research
on neuromarketing data induces distrust and gossip in society. Conversely, new,
anonymous tools, along with fear and uncertainty, create more harmful results than
constructive ones. And those stories are not repudiated and do not vanish with the
unavailability of knowledge. A huge amount of criticism is received for the use of
neuroscience in consumer studies. However, as this approach is comparatively new
in the whole world of marketing science, very little has been done to study the topic
or to establish a better understanding of it. It is also a part of marketing research
and of the general marketing area, despite being an evolving field. That is why it is
possible to extend prevailing ideas of marketing ethics to bring neuromarketing to
the more ethical limelight.

Several theories have so far addressed ethical dilemmas from multiple perspec-
tives and proposed alternatives to a wide range of ethical issues, helping adver-
tisers to further understand ethical challenges and their conceivable remedies. It also
helps corporate executives really understand the legal dilemmas and potential solu-
tions. In addition, company choices involve multiple players in the real corporate
world with different opinions on what is legal and what is not, through the prism
of numerous ethical philosophies, the discussion of challenges makes it possible to
consider multiple points of view and find a path to the right solution in individual
situations [32].
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20.4 EEG Based Choice Detection System

This section discusses the EEG-based recognition of choices, in particular cognitive
correlations of choice, diagnostic characteristics of choice, and choice classification
techniques. Choice can be described as an attitude towards a range of aspects that can
be freely reflected in the judgement. This feature may also be an assessment of the
manner in which the product is dis-liked or liked. The potential of computing uncon-
scious and conscious neural activity in advertising, understanding the customer’s
processing of advertising materials, emotional state, and mental workload cannot
be overlooked. The concept of a ‘buy button’ in the head may be overstated, but
scientific attempts to use neural methods to track customer cognitive mechanisms
are not trivial. Learning the neural mechanism behind decision-making, emotion
and choice could increase the predictability of customer purchase choices and tests.
Moreover, neuromarketing has the exact objective of assessing the implicit choices
of customers.

Several reports have been published which show that EEG signals can be used
to evaluate the customer’s choice. In order to use EEG signals effectively in neuro-
science studies, the mental processes that cause the choice of action should also
b.e identified. This section discusses the neuromarketing experiment method for
predicting customer choices and preferences. First we need to put the BCI headset
on the head of the customer. Next, neuromarketing scientists are asking the customer
to see the product. EEG signals are collected simultaneously during the recording
processwhile customers are viewing the brand. Later seeing each brand, the customer
is instructed to choose a specific grade scale of a certain number against the product.
Specific grades must be manually labelled as like or dis-like groups when viewing
all products. Next, pre-processing and feature extraction operations are performed
on the EEG signal.

The classification system is formulated on the basis of the gold standard
executed by the choice of customer grades. Figure 20.1 describes a generic BCI
choice identification system consisting of three main steps: (1) pre-processing (2)
selection/extraction of features and (3) classification process.

Fig. 20.1 EEG-based choice detection system
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20.4.1 The Cognitive Choice Correlations

This section discusses cognitive factors related to choice. Different regions of the
cortex are responsible for different mental and cognitive roles. In order to correctly
specify the location of the EEGelectrodes, it is essential to locate the underlying brain
locations responsible for the treatment of choice. Research findings have shown that
the choice is related to the front portion of the brain, typically the mid-front orbital
region, and the pre-frontal cerebral cortex. Knutson et al. [3, 33] have linked the
nucleus accumbens to the choice forecast. Whenever the customer sees the product,
a greater stimulation of this area specifies the increased likelihood of the purchase
of the item by the customer. In addition, Kirk et al. [34] have demonstrated a link
between the medial orbitofrontal cortex and the contextual choice; greater stimu-
lation in this location is associated with a higher degree of choice. EEG signals
correlated with specific requirement may be obtained via associated brain region.
Key electrode locations and related neural activities based on 10–20 standards are
shown in Fig. 20.2. The choice feature is responsible for the medial-frontal cortex.

Fig. 20.2 EEG sensors placement and cross ponding functions
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20.5 Choice Classification Techniques

While significant developments have been made in linking neural activities to the
customer’s choice, there is still little evidence that neural evaluation can be truly
useful in predicting marketing success. Neural examinations will greatly improve
predictive capability above and beyond conventional examinations. Mainly because
neural examinations are superior predictors compared to self-reported assessments,
the ability of neuromarketing techniques to predict choice in real scenarios has
promising results for advertisers. The first study report was published in 2007, and it
was found that pre-choice related stimulation couldbeused in the specificbrain region
to predict the resulting choices [35]. Since then, similar findings have been presented
in other neuromarketing studies. Recently, the use of multivariate techniques, such
as pattern classification for predicting preferences, has become a common standard
procedure. For example, classification techniques may be used to predict preferences
for various products. The resulting models, which are based on neuromarketing tech-
niques, are more efficient in predicting new settings and states than conventional
marketing techniques, such as questionnaire forms and focus groups. In addition,
these techniques are more likely to be scalable, giving advertisers greater insight
into customers and significant financial outcomes.

The system of detection choices based on statistical techniques could be divided
into three typical types: time, frequency and their blend. Detection systems based on
the time signal uses the recording of the ERPs; on the other hand, the frequency-based
modelling is achieved by the recognition of the typical characteristics of the γ, β, α, θ,
and δwaves, PSD and othermethods of analysis. In addition various frequency-based
attribute selection techniques could also be used; that is, spectral filters and conven-
tional spatial patterns have been used in the song sound choice classification based
on SVM techniques, with an accuracy of 68% and 75%, respectively [36]. In another
study, Fast Fourier Transform (FFT) was used as a feature selection technique based
on SVM, which recorded 82% accuracy. Similarly, in another report, the scientist
employed the FFT based on Radial SVM for the choice classification and recorded
75% accuracy [37]. The final choice model combines time and frequency to analyse
brain signals bymeasuring time intervals and power spectrum for post-stimulus dura-
tion. Numerous conventional data-mining techniques were used to identify choices,
and the use of a specific time frequency method has been proposed to track customer
music choices. KNN-based techniques have resulted in 83 and 86% accuracy with
specific TF techniques, namely spectrogram and Hilbert–Huang Spectrum (HHS)
respectively [38]. In their more extended work, Hadjidimitriou et al. [39] achieved a
significantly higher accuracy of 91% on the basis of a similar experimental design.
A similar study for the classification of musical choice based on the TF technique,
namely DFT-KNN, obtained a 98% accurate value. Similarly, a similar accuracy of
97% was obtained on the basis of a quadratic discriminant analysis (QDA) for music
choice classification.

The majority of scientists used variations in their prediction models from tradi-
tional regression techniques. However, several methods and techniques have been
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proposed for the processing of EEG based on classification techniques for the
identification of customer choice. Table 20.3 provides a comprehensive review of

Table 20.3 Various techniques for the evolution of choice

Authors Technique Device/system

Agarwal et al.
[3]

Linear regression
(Lasso, Ridge)

Muse InteraXon Classification/regression

Yadava [44] Hidden Markov
model

14 Channel Emotiv EPOC
Inc.
Headset

Teo et al. [41] Random forest 9 electrode advanced brain
monitoring B-Alert X10

Chew et al. [40] Deep neural
network

Advanced brain monitoring
(ABM), the B-alert X10
headset

Hadjidimitriou
et al. [38]

k-nearest neighbor 14 Channel Emotiv EPOC
Inc.
Headset

Djamal et al.
[45]

Support vector
machine

Not mentioned

Telpaz et al.
[18]

Univariate linear
regression analysis

ActiveTwo Biosemi system

Jones et al. [26] Correlation
analysis

Neuroscan, Inc. Feature selection
extraction

Ohme et al.
[14]

Frequency domain 16-channel contact precision
instruments/neurobehavioral
systems

Khushaba et al.
[46]

Wavelet domain 14 Channel Emotiv EPOC
Inc.
Headset

Hadjidimitriou
et al. [38]

Time–frequency
analysis

14 Channel Emotiv EPOC
Inc.
Headset

Boksem et al.
[4]

Statistical features 64 active Ag–AgCl
electrodes Biosemi
ActiveTwo

Telpaz et al.
[18]

Average ActiveTwo Biosemi system Preprocessing

Hakim et al.
[47]

Downsampling 8-electrode EEG system
Neuroelectrics

Hakim et al.
[48]

Band-pass filters 8-electrode EEG system
Neuroelectrics

Yadava et al.
[49]

Low-pass filter 14 Channel Emotiv EPOC
Inc.
Headset
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some neuromarketing studies and a comparison of computational techniques. A few
choices reported studies are based on two classification techniques to find efficient
classifiers for a specific set of features. Chewet al. [40] usedEEGsignals to determine
the customer’s choices by using virtual three-dimensional structures. The neuromar-
keting scientist used EEG wave characteristics to classify the EEG signal into two
types that were liked and dis-liked product on the basis of SVM and KNN and
obtained 75% and 80% classification accuracy, respectively. However, these find-
ings cannot be considered to be credible, since the authors used a relatively small
dataset of five participants. However the authors increased the number of participants
to 16 in their extended study [41, 42], but improved accuracy was not achieved. By
integrating the EEG signal analysis with the questionnaire tests, another research
report [43] obtained 68% value of accuracy based on SVM to determine the most
and least preferred items.

Combinations of classifiers, such as stacking, voting or boosting, may be used to
form different types of classifiers, which involve training to complement each other
and joining their outputs to improve their accuracy. The selection of classification
techniques in a neuromarketing study is often dependent on both the neural activity
measured and the application where it is intended to be used. However, SVM and
LDA are themost commonly used classification techniques, and approximatelymore
than half of the EEG-based neuromarketing studies are based on these techniques.
The study of classification techniques was divided into four types: transfer learning,
matrix and tensor classifiers, adaptive classifiers, and deep learning. The transfer
learning technique seeks to enhance the performance of a learning algorithm by
using the knowledge received when learning from another dataset or task. Matrix
and tensor classifiers are also known as multi-way arrays, map data with appropriate
steps directly to a specific space, and do not involve feature selections and filters.
In adaptive classifiers, their factors, including weights of features, are constantly
reviewed and updated on the basis of recent neuronal activities.

Loosely inspired byhumannervous systems,DNNs are powerful algorithms.Only
basic calculations can be made by nodes in a common neural-network. However,
DNNs work by linking the node to create multiple layers, where almost every calcu-
lation is applied by evaluating the performance of the previous layer. In this way, the
DNN could even achieve results that are far more complicated than what a single
node could do. The ‘deep’ in the DNNs is a reference to the fact that the number
of layers can be very large. MLP is the most common form of DNN used for BCI
applications. Other forms of DNN have been less commonly studied, such as neural
networks of learning vector quantification or neural networks of Gaussian Classifier
[42]. Teo et al. [42, 43] suggested deep learning techniques to identify the choice
through the use of rotating objects in 3D. The findings suggest that the use of deep
networks can be more effective than other ML techniques, including KNN, SVM
and RF. Teo et al. [50] enhanced the accuracy of the results based on deep network
configuration plus dropout and 80% stimulation tanh.



384 A. Ali et al.

20.6 Forecasting Choice Features

This section of the book chapter discusses research findings involving features of
prediction techniques that could help advertisers predict customer choices, as shown
in Table 20.4. Several studies have been conducted that have used traditional regres-
sion differentiation analysis in their forecasting models. The authors categorized
these predictive features according to the type of EEG signals: (1) transient behaviour
and (2) Brainwaves as features.

20.6.1 Transient Behaviors as Features

Numerous research reports have investigated the ERP elements P300, N200, and
N400 in the choice-related neurological functions, each of which can be explained
as follows.

20.6.2 P300

Recently, customers’ choices for expanded brand labels have been identified using
the higher amplitude value of P300. For specific product features, P300 was used by
Wang and Han [11] as a criterion for the choice of the customer.

Other scientists [11, 26] considered factors that had an impact on purchasing
decisions. The authors [26, 61] used the active BCI to evaluate the roles of discount
promotions, pricing, gender andmathematical ability in customer purchase decisions
and strongly linked them to ERP components such as P300 and P200. In addition,
in order to recognise the choice, the significance of the different products was also
assessed on the basis of θ, β, and α waves of EEG signals. A combination of EEG
signals and eye-tracking was also used by the neuromarketing scientist to select the
chosen product.Michael et al. [6] looked at the emotional reactions of tourismchoices
based on video, photos, and words as stimulus. The authors found that the photos
showed higher affective reactions than those of words formed by an unconscious bias
in travel decision-making. The authors [44] built a prediction model based on the
EEG signal dataset for customer product preferences, and further analysed the roles
of age and gender in the customer choice process with respect to like and dislike.
One more experimental report included an inductive analytical technique to examine
three preferred and three different advertisements based on a large EEG dataset. The
findings indicate that there were statistically significant differences in ERP between
the advertisement that was liked and the advertisement that was disliked [15].



20 EEG Signals Based Choice Classification for Neuromarketing Applications 385

Table 20.4 EEG-based neuromarketing studies

Authors Method of
recording

Type of
signal

EEG/ERP
component

Marketing
element and
stimuli

Device/system

Michael
et al. [51]

BCI &
Galvanic
Skin
Response

EEG γ, β, α, θ, & δ Observing tourism
pictures, videos &
words

ABM X-10 EEG
brain scanner,
/iMotions v5.1

Agarwal
et al. [52]

BCI ERP,
ERSP

θ, β & N200 Observing product
pictures

Muse InteraXon

Modica
et al. [53]

BCI EEG α & θ Observing &
touching products

21-channel
portable
BEmicro,
EBneuro

Caratù,
Myriam
et al. [54]

BCI EEG α Tasting drinks BrainVision
LiveAmp Brain
Products GmbH

Ramsøy
et al. [55]

BCI EEG θ Observing
products & prices

14 Channel
Emotiv EPOC Inc
Headset

Hakim et al.
[48]

BCI EEG δ, θ, α, β, & γ Observing
advertisement of
food products

8-electrode EEG
system
Neuroelectrics

Touchette
et al. [1]

BCI,
Galvanic
Skin
Response
Heart Rate

EEG α Observing product
pictures

NeXus-10
biofeedback
system
manufactured by
Mind Media Inc

Yadava
et al. [49]

BCI EEG δ, θ, α, β, & γ Observing product
pictures

14 Channel
Emotiv EPOC Inc
Headset

Cartocci,
Giulia et al.
[56]

BCI EEG θ & α Viewing
advertisement
videos

BrainVision
Engineering,
Neuromarketing
Headset

Goto,
Nobuhiko
et al. [57]

BCI ERP N200, LPP, &
PSW

Observing product
pictures

ASALAB
amplifier ANT
Neuro

Bosshard
et al. [58]

BCI ERP LPP Observing brand
names

BioSemi
ActiveTwo EEG
system

Terry
Daugherty
et al. [15]

BCI EEG Three epochs:
200–350,
350–500, &
500–800

Viewing television
advertisement

256-channel
Hydrocel
Geodesic Sensor
Net Electrical
Geodesics Inc

(continued)
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Table 20.4 (continued)

Authors Method of
recording

Type of
signal

EEG/ERP
component

Marketing
element and
stimuli

Device/system

Boksem
et al. [4]

BCI, GSR
Heart Rate

EEG β & γ

oscillations
Viewing
advertisement
(movie trailers)

64 active
Ag–AgCl
electrodes
Biosemi
ActiveTwo

Telpaz et al.
[18]

BCI ERSP,
ERP

θ, N200, &
FRN

Observing
products

ActiveTwo
Biosemi system

Giovanni
Vecchiato
et al. [59]

BCI EEG θ & α Viewing television
advertisement

KT88-2400
device (Contec
Medical Systems
Co

Wang et al.
[11]

BCI ERP P300 Observing
products

64-channel
HydroCel
Geodesic Sensor
Net

Khushaba
et al. [46]

BCI, Eye
Tracking

EEG α, β, θ, γ, & δ Observing
products

14 Channel
Emotiv EPOC Inc
Headset

Jones et al.
[26]

BCI ERP FN400, LPC, &
P200

Observing
products & prices

Neuroscan, Inc

Wang et al.
[20]

BCI, EOG ERP N400 Observing brand
names

Neuroscan
synamp Neurosoft
Labs, Inc

Vecchiato
et al. [5]

BCI EEG Asymmetrical
increase in θ &
α in PSD

Viewing television
advertisement

BrainAmp,
Brainproducts
GmbH

Vecchiato
et al. [60]

BCI,
Galvanic
Skin
Response,
Heart Rate

EEG θ & γ Viewing television
advertisement

BE and Galileo
EBneuro

Ohme et al.
[14]

BCI EEG A band frontal
asymmetry

Viewing television
advertisement

16-channel
Contact Precision
Instruments/
neurobehavioral
systems

Ma,
Qingguo
et al. [22]

BCI ERP N200 & P300 Observing brands
& pictures

Neuroscan
Synamp2
Neurosoft Labs,
Inc

Ohme et al.
[13]

BCI,
Galvanic
Skin
Response,
EMG

EEG α Viewing television
advertisement

16-channel
Contact Precision
Instruments/
neurobehavioral
systems

(continued)
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Table 20.4 (continued)

Authors Method of
recording

Type of
signal

EEG/ERP
component

Marketing
element and
stimuli

Device/system

Ma,
Qingguo
et al. [23]

BCI ERP P300 Observing brands
& products

Neuroscan
Synamp2
Neurosoft Labs,
Inc

20.6.3 N200

Ma et al. [22] found that the magnitude of the N200 revealed a correlation between
the categories of brand extension and emotional state. However this correlation only
existed with a slight extension of the brand and with negative emotions. Goto et al.
indicated that the N200 value can show choices for the product as calculated by the
spontaneous process, while PSW and LPP can show choices for the product as calcu-
lated by conscious cognitive processes [57]. The Cerebro integrated system ERSP,
N200 minima and N200 mean that products are graded on the basis of consumer
choice [3]. In the same way, Telpaz et al. [18] combined ERP and ERSP techniques
to predict drug choices by analysing FNR, N200, and delta waves.

20.6.4 N400

Several scientists have shown that the N400 value can predict the extension of the
brand [62]. Strong correlations with brand titles and amplified N400 values have
been observed, predicting increased customer preference. Similarly, another brand
extension research work has shown that the value of N400 is correlated with an
unconscious response to the band and product classification, but not to conscious
evaluations [20].

20.6.5 Brainwaves as Features

The γ and β waves from customers who viewed the film clips were used to estimate
the recall and box office sales [4, 63]. These elements were also used as an indicator
of the desire to purchase in the determination of customer choice and preference [64]
as well as used to calculate cognitive willingness and predict ticket purchases [4].

In addition, frontal asymmetry has been associated with customers’ unconscious
reactions to the product’s desirability. Likewise, Enrica M et al. [65] associated
higher-frequency bands with desirable home meals as well as food from foreign
nations. In addition, initiatives that havewon awards in the public sector anti-smoking
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message have been linked to higher α frequencies. Relatively low θ frequency
bands have been associated with poor product selection outcomes. In addition, these
frequencies were associated with effective anti-smoking social care advertisements
and imported brands compared to local brands. Table 20.5 shows some neuromar-
keting findings using various classification techniques to achieve the most reliable
performance in predicting customer choice. In order to improve the accuracy of
the forecast results, the study emphasises the need to add more functionality to the
classification process.

20.7 Conclusions and Future Recommendations

The last decade has provided a solid foundation for the emergence of neuromar-
keting and consumer neuroscience as a scientific discipline for research and study.
There are several interdisciplinary groups across the globe that pursue this scientific
field and are constantly working on more challenging marketing issues. In this book
chapter previous reports on the use of EEG signals based choice classification have
been reviewed to analyse customer issues in advertising and collaborative areas and
show their benefits over conventional approaches in the study of consumer-relevant
behaviours. This work is one of the first to study previously published EEG literature
and to provide amethodological context for marketing researchers. In order to under-
stand the EEG-based choice classification, we started with an outline of the widely
studied emotional and cognitive mechanisms in neuromarketing, with related ERP
and EEG wave aspects. Considerations, technical information and ethical consider-
ations in neuromarketing were also discussed. The key objective of this chapter of
the book is to close void between conventional market analysis focused on explicit
customer response and a neuromarketing analysis focused on implicit consumer
response. The EEG based detection of choice in marketing research has been thor-
oughly investigated. One More void in marketing studies is the absence of compre-
hensive data-mining techniques for estimating and classifying customer choice. In
order to find customer choice based on EEG data using power spectral density and
valence characteristics, etc., deep-learning approaches need to be implemented for
effective marketing. We concluded that the KNN + Fourier transform algorithm
demonstrated better performance, recall and accuracy, particularly in comparison
to the KNN, SVM and RF classifiers. Suggestions for future research could well
involve the assessment of DNNs across the transfer learning framework for choice
prediction.
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Abstract India emerged as an IT/ITEs hub in the world. With the same spirit, we
would like to put all our efforts into becoming artificial Intelligence technologies
destination to the world. It requires provided proper initiatives to all stakeholders.
Artificial intelligence is buzzword worldwide; it replaces the human element with
machines and performs similar to human beings. As stated by former President A.
P. J. Abdul Kalam, India has been turned into five areas: cultivation and food manu-
facturing; education and health care; information and communication technology;
infrastructure growth and self-reliance on vital innovations. Technology is the crit-
ical driver of progress in any country; recently, Artificial Intelligence has been the
buzzword worldwide and spurred heated debate globally. AI Products are slowly
penetrating in every corner of human life with the advent of the Internet of Things,
Cyber Security, Blockchain and others. In the above environment, the present concep-
tual paper highlighted the issues like AI in the world at a glance, AI potentiality to
Progress India, AI Adoption in India, AI and its impact on select industries/domains
in India, Barriers to Adopt AI technologies in India, Challenges for Adoption of AI
technologies in India, Way out to overcome Challenges and finally Conclusion.
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21.1 Introduction

India’s Vision 2020 document was prepared by the then Prime Minister P.V.
Narasimha Rao. It was granted his replacement, late Atal Bihari Vajpayee, who
declared that India would become a financially developed country by 2020 in the
legislature and one of their Independent Day messages. To realize our great vision-
aries’ dreams, we have to transform India in five areas where India has core compe-
tencies that include Agriculture and food handling; schooling and health care; ICT;
production of facilities, and self-reliance on vital innovations. Technology is a crucial
driver for any country’s progress; recently, Artificial Intelligence is a buzzword
throughout theworld and spurred heated debate globally.AI Products are slowly infil-
trating home and workplaces. The focus is not only a specific area or industry spread
across functionalities but also to any particular sector and country spread across
the world. Artificial intelligence is the machines applied designed and programmed
in such a manner that they think and act like a human. Till now, the devices have
been doing what human beings were told to do, but with Artificial Intelligence, they
will be able to think and behave like human beings [1]. AI is an ‘Umbrella’ A defi-
nition that consists of various subfields. One such sub-field is machine learning,
which focuses on creating programmers that will train itself to read, comprehend,
interpret, prepare, and act when introduced to new data in the correct amounts.
India’s digital transformation journey started very long back but moving a slow
pace compared to other nations. India’s competitive advantage over other emerging
markets for capturing significant market share in IT/ITES, similarly India has every
possibility to take advantage of AI technology provided multi-stakeholders with a
proper strategy towards their destination relating toAI. In terms of flagship initiatives
such as Modern India and Ability India, the government has also introduced a new
technology surge. Every stakeholder community should be proud of the efforts and
accomplishments in developing the world’s largest rural broadband network, target
direct value transmission system, the most extensive digital identity system and my
government-citizen interaction portal. Numerous government programmer provides
the framework for injecting the next generation of artificial intelligence technology
solutions [2]. India’s potential to emerge as a pioneer in the production of goods and
services in this field is evident. Recognizing the tremendous potential that AI has
for India, it is necessary to highlight the need to establish an efficient programme
and governance mechanism to handle smart systems-facilitated development. Skills,
reskilling and capacity development, job organization and overhaul, standardization
and interoperability, regulatory system work, data protection and public technology
would continue to be the subject of Artificial Intelligence projects. A proactive atti-
tude can help initiate work in this direction and step on. Artificial Intelligence (AI)
relates to human intelligence emulation of computers designed to feel like humans
and imitate their behaviour. The word can also refer to any computer that displays
human mind-related characteristics such as learning and problem-solving. Artificial
intelligence’s perfect attribute is the capacity to rationalize and take action with the
most significant probability of reaching a particular target.



21 A Study on Artificial Intelligence for Economic … 397

21.1.1 State of Artificial Intelligence in the World

It is no wonder that artificial intelligence has evolved more than ever since 2010;
it has grown at an annual average growth pace of almost 60% (Burno Jacobson).
But we have to think about what AI will generate this, could imply for our future.
What were the nations that are driving the AI uprising [3]? The USA ranks as the top
country with AI applications, companies like IBM, Microsoft, Google, Face book
andAmazon invest heavily in this area. USA’s pool of scientific knowledge combined
with its market power will allow it to stay on top in Fig. 21.1.

Next to the USA, the Chinese government was very ambitious to concentrate on
AI technologies. The government announced its intention to become “a principal
world centre of Artificial Intelligence Innovation” by 2030. There are companies
like Tencent, Alibaba and Baidu avail AI in their success. Japanese Prime minister
Abe has urged the businesses to invest more into AI technologies to overcome an
ageing population’s problems and decrease workforce. With plenty of research into
AI, a decreasing force and a high automation potential, Japan is likely to continue
right at the top [4]. Companies like Soft Bank and Toyota started their effort to tap
AI technologies. The UK also put its effort to become global in AI technologies;
companies like Deep Mind technologies are the worldwide AI programming leader.

Fig. 21.1 AI-based economic analysis
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Germany also plans to become a leading hub for Artificial Intelligence. Compa-
nies like Porsche, Daimler and Bosch are critical players for further promoting AI
technologies in their respective domains.

21.2 Literature Survey

21.2.1 AI Potentiality to Progress India

Accenture said that AI could raise India’s annual Gross Value-Added growth rate by
1.3% points, increasing its GDP by 15% in 2035. A study entitled ‘Rewire for Pros-
perity’ predicted that by improving the essence of work to produce positive outcomes
for companies and society, AI could add $957 billion to the Indian economy. The
study was performed by comparing two situations to estimate the economic effi-
ciency of AI. Second, under existing projections about the future, the projected
average economic growth rate was the second one, the AI example, which indicates
anticipated economic growth after the influence of AI has been incorporated into the
economy. Compared to other G20 economies, the study also examines the country’s
AI innovation ecosystem’s power through five main pillars: colleges, startups, big
companies, decision-makers, and collaborations with multiple stakeholders [5].

21.2.2 Universities

As of 2016, India had produced 26 million graduates involved in STEM (Science,
Technology, Engineering and Mathematics) subjects. The problems of these gradu-
ates have a lie in their practical proficiency levels and therefore their employability.
This is where universities would have to set up and match international standards by
investing in research and providing quality support to graduates trying to produce
AI technologies.

21.2.3 Startups

According to a Zinnov Consulting study, India is the fourth largest cluster after the
US, China and the UK with around 250 AI Startups. The problems here are that the
funding Indian startups receive substantially low than the other three key players in
the global market. As per the 2017 Inc42 Data Labs report, the industry has picked
up 100% sales, with Bangalore becoming India’s most significant breeding ground
for AI startups. Via 58 deals in the AI room, around $87.85 million was generated.
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Big Data Firm Qubole raised $25 million and bagged the largest amount of financing
raised by an Indian AI business in 2017.

21.2.4 Large Companies

The leading Indian Banks and Tata Motors are beginning to experiment with AI.
Accenture Study Report reveals that 80% of Indian companies believed that AI
transforms their business wholly or significantly in the next three years, with an
average growth of 68%. If this is to be the case, and if large companies in India
decided to invest in AI seriously, we could very well have an Indian AI revolution
on our hands [6].

21.2.5 Policymakers

So far, The Ministry of Electronics and Information Technology has created a task
force group to work out a road map for new technologies such as AI and Blockchain.
TheMinistry of Commerce and Industry has initiated a task force for AI, to work out
how it can develop manufacturing and services. This is just a very start; there is much
more to do in terms of AI policy to take off. The country needs a comprehensive,
well thought out and well-funded set of guidelines for an AI revolution.

21.2.6 Multi-Stakeholders Partnerships

Europe is probably the model to follow. The PPP, where the European Commission
is funding up to 700 million Euros, and the Private Investments is over 2 billion
Euros, is the most serious effort in Research into AI. The situation in India so far
a partnership between Government bodies and private institutions are very infantry
stage. Need for multi stakeholder’s interaction and association to move further to
grab the potentiality [7].

21.2.7 AI Adoption Policies in India

India is already on the road of a digital transformation, and the next move is to make
wise decisions using the big data produced. The ASSOCHAM-PWC joint research
on ‘Artificial Technology and Robotics’ 2017 report illustrated the opportunity for
businesses to set up AI-focused Innovation Centers in India with initiatives such as
Digital India and Make in India to build advantageous initiatives such as Digital
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India and Make in India, thereby needing strong cooperation between academia, the
private domain and the public sector to understand and resolve problems holisti-
cally. More than 36% of major financial companies have invested in these innova-
tions currently. The study also stated that AI, Artificial Language, and Automation
have a wide variety of financial information security, but their ability in India has
not been wholly realized [8]. It also noted that AI could leverage to defend the
infrastructure sector, such as airlines and power plants susceptible to threats, sensor
devices’ usage, and the identification of trends. AI security framework uses sensors to
conduct dangerous tasks for humans-recovery of weapons, identifying combat activ-
ities on borders in neighbouring countries. Another field in which computer defence
programs depend on historical data from cyber-attacks and artificial intelligence is
predictive intelligence to defend and identify potential risks expected to exist in the
future. Accessibility for people with various conditions is an untapped opportunity
in India [9].

In conjunction with other designs such as 3D printing and IoT, AI has great
potential to drive widespread usability, affordability, and design viability in India. AI
environmental studies technologies have still not acquired substantially in India [10].
The opportunity here involves AI integrated smart energy grids for power generation,
precision development for reduced waste in landfills in Fig. 21.2.

Fig. 21.2 AI-based innovations



21 A Study on Artificial Intelligence for Economic … 401

21.3 Methodology

21.3.1 Impact of Artificial Intelligence on the Indian
Economy in Select Industries

1. Agriculture: India named the agricultural economy and its contribution to GDP
is around 16% and provides food security to 130 crore people. Nearly 50%of the
workforce depend on this sector. The government prioritized doubling framers
income by 2022 As a strategy for public relations. One side of spectacular
progress and the other side of government focus, depending on volatile factors,
has a supply chain and efficiency week. Globally, modern and AI innovations
are helping to address pressing challenges around the value chain of agriculture.
India has 30 million mobile growers, projected to rise threefold by 2020, and
315 million rural Indians are projected to use the internet by 2020. Accenture
research highlighted that 70million Indian farmerswould be impacted by digital
farming and linked farm services by 2020, contributingUSD9billion to farmers’
profits. Startups such as Intelllo Labs, Aibono, Trithi Robotics, Saturn are at the
forefront of tech-based agro startups earned USD 313 million in 2016, and
startups are extensively active this field in the immediate future. Any areas
worth noting are soil quality monitoring and regeneration, crop monitoring
systems and offering real-time guidance to growers, the productivity of field
mechanization, andAI innovations can have a significant effect on various stages
of the value chain.AI solutions can still solve poormarketmanagement, shortage
of guaranteed irrigation, and fertilizer and pesticide overuse/abuse [11].

2. Manufacturing: It is anticipated that themanufacturing sector will be one of the
main recipients of AI-based solutions, allowing ‘Factory of the Future’ to auto-
mate processes and machinery through versatile and adaptable technological
systems to react to new or unpredictable circumstances through making smart
decisions. The 2018 Automotive Report showed that 92% of senior manufac-
turing executives agree that emerging technology, like AI, would enable them to
improve their efficiency levels and encourage workers to work smarter. A new
Boston Advisory Group study showed that a large difference exists between the
‘ambition and implementation’ of an enterprise, with only one in five organiza-
tions integrating AI into one or more of their processes. Similarly, Forrester, a
multinational consulting company, claims that 58% of industry and technology
experts are studying AI solutions, but only 12% are currently implementing
them. We can see sensors detecting flaws on the production line in the case of
manufacturing. The data is fed to the cloud to ensure that the faulty component is
automatically extracted from the bar, and a new al is requested when measuring
just-in-time timetables in real-time. Applying AI technology and instruments
can impact numerous manufacturing fields, including engineering (AI for R&D
efforts), supply chain management (demand forecasting), manufacturing (AI
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will decrease costs and improve efficiency), monitoring (predictive mainte-
nance and improved usage of assets), quality control, in-plant manufacturing
and material handling, and more [12].

3. Health Care: From the current USD 100 billion, this sector will expand to
USD 280 billion by 2020. However, it presents enormous efficiency, usability
and affordability problems for broad segments of individuals. Applying AI to
health care will help resolve challenges such as obstacles to utilization to health
care services. Computer vision and micro-bank imaging initiatives can aim to
reliably and precisely diagnose the disease at a very early level. An imitative by
the private sector contributes to creating a handheld computer called ‘3Nethra’
between Microsoft and Indian startup Forums Health, which can track primary
eye disorders and complicated conditions such as diabetic retinopathy. There
is a range of large-scale measures by the government to resolve health care
issues. Ayushman Bharat’s mission is to encourage e-Health, where AI can
play a key role in its development. Health care options focused on AI will
help move from ‘sick medicine’ to ‘real medical care’ to focus on preventive
techniques. Healthcare implementation of AI will help tackle high barriers to
healthcare services, especially in rural areas with low connectivity and restricted
availability of healthcare practitioners. This can be done by utilizing cases such
as AI-driven diagnostics, customized counselling, early detection of possible
pandemics, and diagnostic devices, amongst other [13].

4. Education: A thriving education sector can change the county through human
capital growth and efficiency enhancement. Estimates suggest that over half
of the country’s population is actually under the age of 25. To provide quality
schooling and instruction, the use of automated means of data collection is
successfully leveraged. With many AI resources, problems including low grad-
uation rates in rural schools and weak learning performance can effectively be
solved. Adaptive coaching platforms for personalized learning are the key goal,
and insightful and collaborative tutoring solutions are some of the resources
in this area to solve very long-term problems. Organizational India began
its efforts by developing personalized learning videos for companies such as
Content Technologies Inc (CTI) and AI research & design Company. In Andhra
Pradesh, Micro-Soft helps to forecast dropouts. Pearson’s writing utilizes NLP-
based technologies to provide students with direct reviews to develop their
writing skills for learning apps. To rationalize teacher resources and establish
tailored formal training to recognize and fulfil expertise and ability differences,
AI technology and instruments would be beneficial [14].

5. Smart cities and infrastructure: As the metropolitan population proportion is
rising exponentially and by 2050, it is projected to hit about 60%. Unplanned
urbanization would generate many problems, such as congestion, noise, high
crime rates, low housing conditions, which will theoretically place massive
pressure on current Indian cities’ infrastructure, which operational needs. By
fosteringAI-powered service delivery based on citizen data, rationalizing admin
workers based on predicted service demand and transition pattern research,
and AI grievance and resolution by chatbots, AI technology would address the
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problem. Crowd control, smart defence networks, cyber threat protection are
only a couple more fields that discuss AI technology and resources [15].

6. Smart mobility and Transportation: The NITI Aayog study stresses the focus
on AI introduction to resolve connectivity and connectivity concerns. The usage
of AI technology such as traffic congestion and road crashes, high rates of
traffic collisions, lack of mass transit facilities and others can quickly solve
some of the problems in this field. Many of these problematic areas can be
solved through AI Supported smart technology such as Supported Car, Green
Field Infrastructure, Automated Trucking, Intelligent Transportation Networks,
Ride Path & Flow optimization and community-based parking. In this area,
future use cases involve autonomous ride-sharing vehicles, semiautonomous
applications such as driver assist, and tracking and management of predictive
engines. Autonomous trucking and shipping and better traffic control are other
fields that AI will influence [16].

7. Energy: AI is expected to make lasting changes to industries globally, and
the power sector is no exception. In terms of the implementation, it is still early
days. However, there are various use cases forAI in the energymarket, including
modelling and forecasting energy systemstructures tominimize unpredictability
and maximize power balance and usage performance. In renewable energy
resources, AI will allow power generation by smart meter-enabled intelligent
grids and enhance photovoltaic energy’s efficiency and affordability. AI can
even be implemented for the predictive management of continue, analogous to
the industrial industry [17].

8. Retail: The retail sector in India seems to be on the right path as huge invest-
ments and technological advancements lead it. These funds are now being used
to create solutions with new emerging technologies like blockchain, Chatbots,
AI andMachine Learning. With implementations such as optimizing user inter-
face by offering customized tips, preference-based searching and image-based
product quest, it has become one of the early investors of AI solutions. Other
usage cases involve an expectation of consumer interest, increased inventory
control and proactive fulfilment control..AI Magnify is an Artificial Intelli-
gence and Computer Vision-based company based in New Delhi started oper-
ations in 2017 by Neeraj Kumar and Devarshi Mishra with an essence of AI,
computer vision, Facial recognition, Machine Learning, Deep Learning and
Data Analytics. Its aims to target the new combination of the retail sector with
the power of AI [18, 19].

9. Banking andFinancial Services (BFSI): Artificial Intelligence to play a signif-
icant role in the Banking segment in the area of customer support, efficiency
and security and compliance, according to a report. The report by CyberMedia
Research and NASSCOM on AI for Banking and Financial Services (BFSI)
sector based on a survey of IT decision-makers states that many see a strong
need for AI in four major business areas. First one is Proactive and personal
customer care. The secondone is theAutomation of back-endbusiness processes
to reduce human errors and improve turnaround time. The third one uses tech-
nology to track consumer behaviour for offering customized products. The last
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one is to monitor processes and data for regulatory compliance, anti-money
laundering, and risk management [20, 21].

21.3.2 Barriers to Adopt AI Technologies in India

The adoption of AI by different industries was affected, among other variables, by
technological and regulatory difficulties, but themost significant determinant was the
commercial consequences [22]. Although technical viability, organized data avail-
ability, legislative hurdles, privacy concerns, ethical problems, human interaction
choice have all played their part in deciding a sector’s readiness for large-scale
AI adoption; compelling business use cases (e.g. improved performance, precision,
distance [23–25], forecasting and efficient decision-making) that have a direct influ-
ence on rev As seen in the AI adoption and usage survey of the McKinsey Global
Institute, sectors leading the adoption of AI today also plan to increase their expen-
diture in AI as often as possible, thus further enhancing the varying degrees of AI
adoption across industries [26, 27].

A task force appointed by Ministry of Commerce and Industry to address three
crucial policy questions one is what are the areas the government should play a role
the second one is how AI can improve the quality of life and solve the problems
of Indian citizens and third, what are the sectors that can generate employment and
growth by the use ofAI technology. The committee also highlightedwhat the policies
needed to turn India into an AI research powerhouse and not only mere a user of AI
solutions [28, 29].

21.3.3 Challenges for Adoption of AI Technologies in India

• The country produced second-largest Science, Technology, Engineering and
Management graduate some 27 million annually next to china in size. Still, in
terms of the research contribution, it was a distant fifth behind China, The US,
Japan, the UK, and just ahead of Germany and France.

• Private Sector tech companies have not developed AI technologies more compet-
itively like other major players in the world. The private sector’s contribution in
the US and China is very aggressive in AI-related areas like design, develop and
commercialize the AI tools and technologies, that was missing here.

• Shortage of expertise is another challenge, for instance, demand for AI and
Machine Learning specialists will likely rise by 60% just this year, but the supply
is not matching the request. The country could face a demand–supply gap of 2
lakh data Analytics professionals by 2020.

• Absence of enabling data ecosystems and access to intelligent data.
• Lack of suitable approaches to protect startups and small ones from big players

in this field. The natural competitive advantage that larger companies like Google
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and Face book have over smaller companies is based on the amount of accessible
data.

• With the diversity and amount of data outlets, the insecurity of data protection
grows. Themore data gathered fromwebsites, the harder it is to determinewhether
the data source is harmful. With the adoption of cloud-based systems, the risks of
breaching data access and privacy have multi-folded.

• The funds required to set up and implement AI are very high; thus, not every
business owner or organization can invest.

• Lack of collaborative efforts between significant stakeholders, mainly Corpo-
rate India and the government, is an essential deterrent in promoting India’s AI
technologies.

• Lack of awareness about how AI is supported to address many critical problems
still unsolved.

• Lack of supporting efforts from academia and institutions to promote AI-centric
programs and training.

• Potential but Untapped and non explored SMEs segment to implement AI
technologies and tools is absolutely at a nascent stage.

• We are integrating efforts between corporate India and global Research agencies
and forerunners of MNCs.

• Limited efforts by state governments, they are behind in line with central
government towards AI strategy and implementation.

21.3.4 Way Out to Overcome Challenges

• NITIAayog study report proposes two tired framework for promotingAI research
involving the creation of Centers of Research Excellence in AI and International
Centers for Transformational Artificial Intelligence will provide the ecosystem
for application-based technology development and deployment.

• To resolve data ecosystem related problems encourage decentralized data market
place based on blockchain technology, which aims to enable data providers
to share data they would usually hesitate to, given trust and control issues. A
data annotation done via crowd-sourced, untrained, or non-expert anonymous
annotators could very viable for long term

• The data security and privacy concerns brought by latest technologies like IoT,
Big data and cloud can be addressed by Advanced algorithms and data models
to identify potential data threats and eliminate them before confidential data is
compromised.

• Public–Private Partnership based. Research activities will help move further and
make India the best source of AI technologies globally.

• Multifold strategy for uplifting awareness among stakeholders about AI technolo-
gies and its benefits by using Mass Media and social networks.
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• Need for a particular emphasis on facilitating the creation of large foundational
annotated data sets that will enable and accelerate AI solutions by startups and
other AI research organizations.

• For promoting and developing AI tools and the adoption of AI in different fields,
partnership and collaborative approach involving various stakeholders and the
government certainly help us.

• SupportingAI startupsfinancially aswell as othermeans like establishingNational
Artificial Intelligence Market place (NAIM) and Data Market place.

21.4 Conclusion

India needs to focus on establishing cooperative partnerships with some of the front
runners in AI to become a global influence participant, such as Japan, the United
Kingdom, Germany and Singapore, Israel, and China, to build responses to tactical
social and economicproblems that can support andpromote strategy formulation.The
immediate need to create excellence centres to facilitate interdisciplinary study in law,
health, engineering, management, and social sciences. To build flexible innovations
that can be quickly replicated in most developed and emerging countries, AI can
change the overall quality of life and create an ideal sandbox for companies and
organizations globally. The paradigm for Artificial Intelligence as a Service (AIaaS)
may be ‘Solved in India’, and it is a fresh idea to move forward. Moreover, national
initiatives need to be centred on creating a long-term strategy and action plan that
unites the environment and tackles strategic and ethical problems when they emerge,
in cooperation with policymakers, civil society and the private sector.
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Chapter 22
A Review of Resource Allocation
and Management Methods in IoT

Aykut Karakaya and Sedat Akleylek

Abstract IoT systems are one of themost important areas of developing technology.
IoT application solutions are becoming widespread and their usage areas are expand-
ing. Therefore, studies to develop IoT technologies are also increasing. Although the
benefits of developing technology are enormous, it includes some difficulties. One of
themost important challenges in IoT systems is resource allocation andmanagement.
Cloud, fog, or edge computingmethods are used for storage and computing processes
in IoT applications. Data perceived from resource-constrained devices reach these
computing nodes. Resource allocation and management must be made in the cloud,
fog, or edge nodes for computing and storage. The correct and complete resource
allocation and management are very important for the performance of the system.
Numerous methods are proposed for this. Artificial intelligence-based methods are
one of them. This study examines IoT resource allocation and management.

22.1 Introduction

Internet of Things (IoT) is a network structure that connects detection devices such
as sensors and end devices such as actuators to the Internet and communicates these
devices according to the specified protocols to perform tasks such as monitoring,
recognition, and management [1]. By using IoT systems, effective applications can
be developed inmany areas such as smart cities, health, industry, agriculture,military.
IoT-based approaches can be examined on a wide scale from small wearable devices
to large industrial systems. In IoT systems, personal area networks, wireless sensor
networks,wireless body area networks are generally created byusingwearable sensor
devices and specialized sensors on various points such as people, animals, machines,
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Fig. 22.1 Shared resources and processes in IoT systems

underground, underwater, forest areas. Some data is detected from the sensor devices
and sent to a data processing and storagedevice at the upper layer. The results obtained
in this layer are sent to the actuator devices in the monitoring position.

High-quality, fast, reliable, smart, and modern applications can be developed with
IoT systems. Therefore, it is preferred in various fields. However, IoT systems bring
many challenges as well as these advantages. The need for security, non-existent
software, sensors affected by external factors (such as wearable devices), the need
for power and energy saving, efficient storage, and data communication are some of
these. In this study, solution approaches for the efficient use of different resources
such as storage, processor, network structure. in IoT systems and allocation of these
resources to tasks are examined.

The resources and processes shared by the tasks are shown on the general structure
of IoT systems in Fig. 22.1. These are generally storage, processing, virtualization,
application, network management, security, distributed structure.

22.1.1 Motivation

Generally, cloud, fog, and edge systems are used alone or together for data storage and
processing in IoT. The resources in these systems have to be shared by the different
tasks. Processes such as sharing resources, distributed data processing, and time
scheduling are often referred to as resource allocation, resource management, load
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balancing. Also, energy saving, long battery life, low computation load processes
are often referred to as offloading. With offloading approaches, system performance
can be increased by providing efficient resource usage, high process capacity and
low response time [2].

In this study, limited and shared resources in IoT systems are examined and
solution approaches are evaluated for efficient sharing of resources. The study aims
to determine the trend in recent years in both system infrastructure and artificial
intelligence and optimization methods in this field and to direct and contribute to
future studies.

This study is the extended version of [43] in which resource management and
security in fog computing are explained.

22.1.2 Organization

In the following sections of the paper, fog, cloud, and edge computing systems that
provide resources for IoT applications are examined in Sect. 22.2. Resource man-
agement processes are classified and resource allocation approaches are examined
and compared in Sect. 22.3. Open problems for resource allocation and management
in IoT systems are given in Sect. 22.4. The conclusion in the last section.

22.2 Cloud, Fog and Edge Computing Systems

In this section, fog, cloud, edge computing systems that provide data storage and
processing resources to IoT systems are examined. In the upper layer of the IoT
architecture, these systems process data, store it, and transmit the results to the actu-
ator devices. Fog computing and edge computing provide a local solution to data
processing and storage. Fog computing extends the storage, networking, and com-
puting possibilities offered by cloud computing towards the edge of the IoT network.
Therefore, the fog computing method is a factor that increases the performance and
efficiency of the system [3]. Edge computing and fog computing are both localized.
Unlike fog computing in edge computing, the computing load is on the end devices
such as sensors, and mobile devices [4]. In fog computing, the computing load is on
the fog nodes in the fog layer. In most models using one of these two methods, cloud
systems (fog-cloud or edge-cloud) are used for permanent storage.

Three-layer architecture is commonly used in fog computing. The first layer con-
sists of end devices such as sensor nodes, smart devices, IoT-enabled devices. The
second layer consists of fog nodes such as routers, gateways, switches, and access
points. The fog nodes carry out storage and computing activities. The third layer
consists of remote cloud servers. Also, this layer provides high storage and comput-
ing service [5]. Data obtained from resource-constrained end devices are processed
by the fog nodes and results are transmitted to the cloud for permanent storage or
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Fig. 22.2 Fog computing

to mobile end devices as a response. Thus, latency is reduced and data transmitted
to the cloud is protected. The processing, storage, and transmission of data in fog
computing are shown in Fig. 22.2.

While cloud computing optimizes and manages data through the remote server,
fog computing optimizes and manages the local environment. The fog systems have
features such as low latency, creating security steps, location awareness, localization.
The cloud systems, on the other hand, have features such as high latency, security
steps not defined, globalization.

Edge and fog computing both provide local solutions to data management. The
difference the edge computing is that the computing load is on the end devices,
sensors, and mobile devices [4]. The edge is fully localized. The fog extends system
resources towards the edges of the network [5]. In other words, the fog is a layer
between end devices and the cloud. In edge computing systems, time-sensitive data
is processed and stored on smart devices, other data is sent to the cloud. They allow
the cloud to spread over a wide area. They have many challenges because mobile
end devices are resource-constrained. However, their advantage is that they can be
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Fig. 22.3 Edge computing

spread over large geographical areas than the fog systems. Fog computing can be
used in environments where end nodes are close to the data center (such as hospital,
sports field, industrial companies). Edge computing can be used in remote and wide
geographic environments (such as automobile systems, smart cities). Both of these
computing structures extend the cloud to end devices and support the optimization
of the cloud. The processing, storage, and transmission of data in edge computing
are shown in Fig. 22.3.

In cloud computing, data is sent directly to the cloud server for storage andprocess-
ing. Data security risksmay occur as data is sent to the cloudwithout being encrypted
via The Internet. Data security processes can be performed on end devices. However,
the cost is high because end devices are resource-limited. The cloud computing sys-
tems alone are sufficient in IoT applications where themaximumwaiting tolerance of
tasks is higher than a certain threshold value. However, in IoT applications where the
waiting tolerance must be lower than a certain threshold, the use of cloud computing
systems together with fog computing or edge computing increases the performance
of the applications. Data processing, storage, and transmission in cloud computing
are shown in Fig. 22.4.

Differences in the fog, edge, and cloud computing used for processing and storing
data obtained from sensors are shown in Table 22.1 [6].

In IoT-based applications, fog or edge computing methods can be used with
cloud systems. Thus, they support increasing the performance of these applica-
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Fig. 22.4 Cloud computing

Table 22.1 The cloud, fog and edge computing comparison

Features Cloud computing Fog computing Edge computing

Latency High Low Low

Response time High Low High

Data processing and
storage process

On the device accessed
via the Internet

On devices in the fog
layer

On edge devices

Position Global Local Local

Mode of operation Internet connected At the edge of the
network

At the edge of the
network

Storage and data
processing capacity

High High Low

Mobility Constricted Supported Supported

tions and ensuring secure data communication. With the development of hardware,
data processing and storage, task management, resource allocation, and security in
IoT systems, low-cost, fast, and reliable results are obtained. Therefore, IoT-based
approaches are preferred and developed in many areas. These three computing struc-
tures have some challenges to develop IoT-based applications. Resource allocation
is the most important of these.
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Fig. 22.5 Classification of the resource management process [7]

22.3 Resource Management in IoT Systems

In this section, resource management and allocation problems in IoT systems and the
recent studies on the solution of these problems are examined. In IoT systems, almost
every resource used bymany tasks and requests such as server resources, transmission
lines, wireless resources must be shared. It is very important to design this sharing
process efficiently and effectively. The most obvious problems and challenges on
resource management are high computational complexity, high transmission latency,
narrowing of scope, allocation of limited resources, low energy efficiency, Quality of
Service (QoS) requirements, security issues that can be caused by inefficient resource
allocation.

Resource management classification is shown in Fig. 22.5 [7]. In recent studies,
some issues are very popular. These issues: “task scheduling” and “task offloading”
for the process management, “resource allocation” for the memory management,
“energy efficiency” for the energy management, “load balancing” for the communi-
cation management, and “virtualization” and “storage” for the file management.

Resource management and allocation issues are important for resource-
constrained systems such as standard IoT, the narrowband IoT (NB-IoT), the cogni-
tive IoT,machine tomachine (M2M). In recent studies for resource allocation in these
systems, researchers tend to use artificial intelligence (AI), machine learning (ML),
and optimization approaches for low-latency and high-performance frameworks that
serve a large number of users, enable full use of resources. The challenges in IoT
systems are handled in different studies and effective methods are developed to over-
come these challenges.

22.3.1 Resource Allocation Approaches in IoT Systems

In IoT applications, efficient resource allocation is performed on server resources
such as the cloud, fog, and edge computing, as well as frequency channels, spectrum
band, and transmission bandwidth. The methods developed to solve the resource
allocation problem are examined and analyzed according to many parameters.
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Resource allocation approaches in cloud computing systems are reviewed. In [8],
a method that meets the QoS standards in resource allocation of the cloud systems
using the combinatorial auction method was proposed. The urgency for efficient
resource allocation was considered, and the probability of breaching the deadline for
tasks and their expected value were determined. It is emphasized that the method
has a higher success rate of task completion. An algorithm was proposed in [9] for
different objects to share joint resources in the cloud systems. Using a ML-based
algorithm, an artificial intelligence controller provided centralized management with
the information collected from the network. Also, algorithms were designed for the
message queuing telemetry transport (MQTT) protocol to consume a lower band-
width and to establish inter-machine relationships. It has been stated that the method
has higher performance and usability than traditional IoT communication systems.

In [10], a method for estimating tasks and allocating available resources in the
WebIDE cloud systemwith task pre-planning was proposed. The tasks were grouped
into three classes according to requirements. Then, transition probability between
tasks was calculated with the Markov state matrix and a prediction model was
designed. Finally, resource allocation in the cloud was achieved by pre-planning
with the ant colony algorithm. Thus, it was emphasized that the method reduces
task response time and provides efficient resource use. In [11], a whale optimiza-
tion algorithm-based model was proposed to reduce the cost and processing time of
tasks and to allocate the most appropriate resources for the tasks, in cloud systems.
In the model, some algorithms were redesigned. These are the distance algorithm
between two whales, the spiral algorithm for a whale to surround its prey according
to the generated value, the shrinking algorithm to move a whale towards its prey,
and the search prey algorithm to move a whale to another randomly selected whale.
Thus, it was reported that resource allocation problems were detected and the most
appropriate optimization process was carried out.

There are many resource allocation studies specific to fog computing systems in
the literature. The trend in this area is to develop frameworks that allocate resources
intelligently and efficiently, make maximum use of resources in the fog layer, and are
supported by algorithms and mathematical models. In [12], a method of user asso-
ciation and resource allocation was proposed, considering the QoS requirements for
reliable and low-latency communication and mobile broadband. With the analyti-
cal hierarchy process (AHP), the priorities of the QoS requirement of IoT applica-
tions were determined. Then, a bilateral comparison matrix was created in the fog
networks coordinator (FNC) to establish relationships in IoT devices and bilateral
matching was performed. In this matching, the most appropriate resource alloca-
tion approach was implemented for externalities caused by the delay. It has been
stated that this method provides useful and efficient resource allocation and user
relationship stability. In [13], radio or computational resource allocation problems
were examined to increase system optimization and user satisfaction. For this reason,
the student-project allocation (SPA) game algorithm for the most appropriate man-
agement of resources and in addition to this, the user-oriented collaboration (UoC)
method was proposed to eliminate the conflict caused by external influences. Thus, it
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is emphasized that the externalities are eliminated with themost appropriate resource
allocation policy and the method is more efficient than similar studies.

Markov decision process (MDP) was used for the fog radio access network (Fog-
RAN) resource allocation, in [14]. The method of discovering the most optimum
policy was proposed by using reinforcement methods such as state - action - reward
- state - action (SARSA), expected SARSA, Q learning, and Monte Carlo to solve
the problems. It has been reported that with this method, tasks get the maximum
benefit from resources in fog nodes and high performance for low latency. In [15], a
multi-criteria decision making (MCDM) based load balancing method was proposed
to prevent congestion in gateways. These congestions can lead to security problems.
Load balancing operation is solved with the AHP approach, which works best in
Mixed Integer Linear Programming as a multi-objective optimization problem. It is
stated that reliable and fast results are achieved for users by preventing bottlenecks
and providing load balancing. In [16], a resource allocation scheme was proposed
that minimizes the fog computing overhead and provides QoS requirements. This
scheme covered three methods. The AHP-based method was developed to deter-
mine QoS parameters and task priorities. A resource block allocation method was
designed to determine the allocated resources according to parameters such as pri-
ority, satisfaction, and trust. For the relationship optimization, a bilateral matching
game method was established. It was emphasized that with this resource allocation
scheme, efficient load balancing can be provided, QoS can be provided to users and
additional loads can be reduced.

Edge computing is one of the computing approaches that require efficient resource
allocation due to its resource-constrained nature. End systems can perform higher
data processing by being supported by end servers. Similar to methods in the fog
and cloud, edge studies also are often in the form of efficient resource management,
load balancing, priority tasks. In [17], a resource management scheme was proposed
between edge servers (ES) and edge gateways (EG) based on the Lagrangian and
the Karush-Kuhn-Tucker (KKT) structure. This scheme includes that an algorithm
determines the most efficient resource allocation for edge servers and gateways and a
heuristic algorithm that considers theworkload of gateways and plans among them. It
is stated that the scheme provides workload justice and efficient resource allocation.
In [18], a resource allocation algorithm that allows finding the best policy to comply
with the service-level agreement (SLA) in terms of reliability and an MDP-based
model that allows the adaptation of resources to services was proposed. Reinforce-
ment learning (RL) was created with these methods and a high-level resource alloca-
tion was provided for the reliability. It is stated in the study that the method is more
efficient than similar approaches. In [19], a deep reinforcement learning (DRL) based
resource scheduling scheme was proposed for transmission power, resource alloca-
tion, load balancing, and low latency. In the scheme, the related and regularized
stacked autoencoder (2r-SAE) algorithm was used to compress high-dimensional
data. Later, adaptive simulated annealing (ASA) customized structure was used and
DRL was enabled to search efficiently. As a result, the DRL structure was provided
to train the network and find the optimal load balance. In the study, it is emphasized
that this scheme reaches optimum performance and reduces the processing time.
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In [20], RL-based joint communicational and computational resource allocation
algorithm (RJCC) was proposed to optimize energy and resource-constrained pro-
cessing latency in the mobile edge computing (MEC) systems in smart city appli-
cations. To optimize the calculation cost, a Q learning-based offloading algorithm
was developed in multiple segments and a Lagrange-based migration algorithm in
end platforms. In this way, it has been stated that low latency is maintained, bet-
ter performance is achieved in energy consumption and offloading problems, and
QoS is met. In [21], algorithms for dynamic resource allocation in edge systems
using ML approaches were proposed. The users were grouped according to the k-
means algorithm, considering the priority parameters. The highest priority group
performed the computing processes on the edge server, and the lowest priority group
performed locally. Others were processed according to the MDP model. Deep Q
network (DQN) method was used to control high-dimensional data and find the most
appropriate policy. It has been explained that these algorithms show the same per-
formance with a lower cost than similar approaches. In [22], a scheme was proposed
for efficient energy consumption, optimum resource allocation, and load calculation
management in heterogeneous networks in IoT systems using MEC. This scheme
was divided into sub-problems. These are the optimum CPU frequency solution,
successive convex approximation (SCA) based power management algorithm, and a
distributed load calculation and resource allocation. Algorithms were developed to
eliminate these problems. With these algorithms, it has been reported that processes
are performed with low latency and efficient computational complexity.

In [23], a cooperative edge computing-based task allocation schemewas proposed
that reduces task completion time. In this scheme, the two-edge-node cooperative task
allocation based on improved particle swarm optimization (TCA-IPSO) algorithm
was designed to improve the optimization process with the crossover and mutation
in the genetic algorithm. In this way, it has been stated that it reduces the average
task completion time according to a similar algorithm and can be applied to large
IoT systems. In [24], an efficient resource allocation policy aimed at minimizing the
average deadline and average resource requirement was proposed. The problem was
formulated with the MDP and a DQN-based algorithm was designed to solve the
problem. It has been declared that this approach provides more efficient resource
allocation with less resource usage and less task completion time compared to the
standard DQN algorithm and similar studies.

In [25], task offloading and resource allocation approach was proposed to opti-
mize network energy efficiency in the cloud radio access network (C-RAN) structures
integrated with the MEC. Four sub-problems were created for the problem exam-
ined with mixed-integer nonlinear programming. These are Lyapunov optimization
theory, convex decomposition methods for task offloading and resource scheduling,
original problem, and matching game for radio resource allocation. In the study, it
is emphasized that the methods give great results in terms of energy efficiency and
latency.

The use of machine learning approaches is restricted due to data privacy problems
in IoT systems used in industries. Therefore, a distributed federated learning (DFL)
structure was proposed in [26], which provides resource optimization and protects
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confidential information in industries. Convex optimization structure was used for
relationship and resource allocation, and the rounding technique was used to obtain
relationship and resource allocation variables. A lightweight authentication approach
was used between small and large base stations with all edge computing. In the study,
it has been declared that the DFL-based approach is more efficient and protects
privacy compared to random resource allocation and association schemes for smart
industries. In [27], a Stackelberg game model was proposed based on the results of
a federated learning model transmitted to a coordinator in the cloud and running
on the MEC systems. The data detected from IoT sensors were trained locally with
the MEC system and the results were transmitted to the cloud coordinator. The
cloud system created a global market behavior model with these results. In addition,
the Stackelberg equilibrium was created between satisfaction and cost. It has been
emphasized that this approach maximizes the benefit for all market participants.

In [28], optimizationmodels that provide optimumdeployment, optimumresource
allocation, and optimum routing of gateways in a network function virtualization
(NFV) supported IoT system was proposed. These are gateway placement and mul-
tihop routing algorithm (GMA) for gateway deployment and multihop routing, ser-
vice placement algorithm 1 and 2 (SP1A and SP2A) for service placement. These
algorithms were developed based on the optimization models of similar operations
(GMO, SP1O, SP2O (O means optimization)). In the study, it is emphasized that
there are differences between SP1A and SP2A in terms of calculation and energy
costs, and by using these models, results close to optimum are obtained with less
calculation time.

Resource allocation studies that can be used in all computing systems such as fog,
cloud, and edge are also performed. In [29], resource allocation and transmission
speed improvement models were proposed to provide quality of experience (QoE) in
green IoT. In this context, shortest path tree (SPT), SPT with centrality (SPTC), and
DQN algorithms were used for resource allocation. In content-centric IoT systems,
three algorithms were used together for heterogeneous resources instead of a single
algorithm. Thus, in the study, it has been reported that high QoE performance is
achieved with efficient resource allocation and high transmission speed in these IoT
systems. In [30], a Lyapunov-based scheme was proposed by developing two time-
scale resource allocation algorithms to optimize energy costs in green IoT systems.
This scheme was created in three parts: energy management, data collection control,
and Cross Entropy-based channel planning. It was aimed to provide energy and
spectrum sources over time. It is stated in the study that the efficiency of the analysis
and algorithm is verified.

In [31], non-orthogonal multiple access (NOMA) based and energy-efficient
resource allocation was proposed for heterogeneous IoT systems. A gradual resource
allocation was planned for mobile users and IoT users in cognitive radio networks,
and this plan was resolved with a deep recurrent neural network (RNN) based algo-
rithm. It has been stated that this algorithm produces the optimum solution with low
computational complexity and is more efficient in terms of power and energy than
similar approaches. Time offset and repetition operations are used inNB-IoT systems
to reduce computational complexity and to achieve a wide scope. In [32], a resource
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allocation scheme that is sensitive to interference andmaximizes speedwas proposed
for NB-IoT systems. Besides, a cooperative and iterative algorithmwas developed to
find the optimum solution for resource allocation. It has been stated that the data rate
is 89.2 Kbps for downlink and 92 Kbps for uplink, and there is also an improvement
and energy saving in the system. In [33], a Stackelberg game theory-based resource
allocation scheme was proposed in an IoT system consisting of a hybrit access point
(HAP) and a large number of sensors. This scheme was designed to minimize trans-
mission costs and energy transfer costs. The Steckelberg game model was used for
the analysis of the problem and the mean-field game approach was used to create the
goal function. It is emphasized that the method provides optimum power control for
HAP and sensors and reduces costs.

In [34], an automatic resource allocation model for IoT networks was proposed
to avoid interferences. Spreading-time technology and orthogonal frequency divi-
sion multiplexing (OFDM) method were used in the model to prevent low power,
bandwidth limits, and interference. Additionally, a joint recursive algorithm was
developed to allocate resources without jamming in the model. In the study, it is
stated that the model is effective and can be applied to resource-limited IoT systems.
In [35], a distributed and Q learning-based algorithm for slot planning in clustered
IoT networks was proposed.With this algorithm, it was aimed to prevent interference
and improve the signal noise ratio (SIR) in multi-channel systems. In the study, it is
reported that channel allocation was made at an appropriate SIR level for each com-
munication device and the IoT network was approximated to a transmission without
collision. In [36], a low-complexity framework for efficient allocation of limited
resources such as spectrum and energy in wireless IoT networks was proposed. In
the framework, users were grouped for channels and designed as a multiple-to-one
matchmaking game. In this context, an MDP-based power allocation algorithm and
a channel allocation algorithm were developed. It is stated that the algorithms are
efficient, at a higher level than similar approaches, and have low complexity.

In [37], an alternating direction method of multipliers (ADMM) based resource
allocation approach was proposed for large-scale resource allocation problems.
Dinkelbach algorithm was used for optimum energy efficiency and Jacobian and
ADMMparallel algorithmwas used to optimize controller network latency. Besides,
a two-layers iterative resource allocation algorithm based on the Steckelberg game
approach was used to resolve the target conflict between the controller and the
regional IoT servers. In the study, it is declared that these algorithms are efficient
in terms of scalability and approach to the optimum. In [38], a multi-agent DRL-
based resource allocation schemewas proposed to optimize shared channel allocation
and transmission power. Prioritized experience replay (PER) was used to increase
network performance and transmission efficiency and to ensure collaboration in a
distributed environment. It has been emphasized that this scheme improves resource
management performance by providing energy savings and QoS requirements.
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In [39], a graphical-based algorithm and methodology were proposed for allocat-
ing mobile resources in shared communication over a difficult scenario with high
attempts in the spectrum band. This scenario was designed to solve problems in
ultra-reliable low-latency communication for the IoT systems in a smart factory
environment. As a result, it is reported that the spectral efficiency of the method
is much higher than similar approaches and provides fast resource allocation in
dense networks. A resource management approach for the satellite-terrestrial net-
work (STN) was proposed in [40]. The matching design considers the resource
cube (MCRC) algorithm, which uses a matching considered preferences (MCPR)
algorithm to maximize resource utilization, and Markov approximation analysis to
minimize total system latency was developed. Layered architecture and the queu-
ing method were used to manage resources. It has been stated that these algorithms
slightly increase resource utilization and greatly reduce the total latency. In [44], a
priority queue-based task management algorithm was developed for fog nodes. High
performance and low latency were analyzed with simulations. Besides, security poli-
cies were ensured with blockchain and lightweight authentication approaches.

22.3.2 Comparison of Resource Allocation Approaches
in IoT

The application areas and the data storing and processing structures of recent studies
for resource allocation in the IoT systems are shown in Table 22.2. The term "general"
refers to all resource supplier types in Table 22.2A. Besides, a more detailed version
of the reviewed studies is shown in Table 22.3.

Table 22.2 Solution approaches for resource allocation problem in recent years (Data storage and
processing structure (A) and usage area (B))

(A)

Data storage and
processing structure

Papers

Cloud [8–11]

Fog [12, 15, 16, 44]

Edge [17–19, 21–24, 26]

Cloud-Fog [13, 14]

Cloud-edge [20, 25, 27, 28]

General [29–40]

(B)

Usage area Papers

Smart industry [26]

Market analysis [27]

Smart city [20]

Green IoT system [29–31]

NB-IoT system [28, 32, 34, 36]

Cognitive IoT sys-
tem

[38, 40]

Many IoT systems [8–19, 21–25, 33,
35, 37, 39, 44]
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Table 22.3 Solution approaches for resource allocation problem in recent years (Extended details)

Paper Method description Advantage Developed and used
algorithm(s)

[8] Task management approach
using combinatorial auction

High task completion and
QoS support

No algorithm

[9] Resource sharing and
self-management algorithm
of IoT devices

Higher performance and
communication capacity

Control into IoT gateway,
M2M relations
establishment

[10] Resource allocation
approach for WebIDE cloud
server, which makes task
pre-planning with ant
colony optimization

Less task response time and
efficient resource use

No algorithm

[11] IoT resource allocation and
optimization with whale
optimization based heuristic
approach

Problem discovery and
optimum solution in
resource allocation

Whales distance alg., Spiral
alg., Shrinking alg.
Searchprey alg.

[12] User association and
resource allocation scheme
for IoT applications with
high QoS needs

User relationship stability
and efficient resource
allocation

Pair-wise comparison
matrix creation at FNC,
Global weight vector at
each fog devices, Matching
algorithm with externalitier,
Best fit resource allocation

[13] Resource allocation scheme
with SPA and UOC
approaches

High performance SPA modelling alg., UOC
strategy

[14] Solution approach for
Fog-RAN resource
allocation with
reinforcement learning
methods

Most efficient use for
limited resources

Learning optimum policy
using Monte Carlo,
Learning optimum policy
using Q-learning, E-SARSA
and SARSA

[15] Load balancing approach
for multiple gateways with
MCDM method using AHP

Congestion prevention,
reliable and fast result

AHP based load association
algorithm

[16] Common task offloading
and QoS-supported resource
management in IoT
networks

QoS support, low additional
load, load balancing

AHP based QoS evaluation
alg., Research block
allocation alg., Bilateral
matching game alg.

[17] Resource allocation and
interference management in
the MEC

Performance: 42% total
efficiency, 59% latency,
37% data retrieval rate, 40%
load balance

Optimized research
allocation scheme for ES
and EG, Scheduling
algorithm between EGs

[18] RL-based dynamic resource
allocation that ensures SLA
in terms of reliability in the
edge systems

21.72% higher performance DeraDE (dynamic service
resource allocation for
distributed edges) algorithm

(continued)
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Table 22.3 (continued)

Paper Method description Advantage Developed and used
algorithm(s)

[19] DRL based resource
scheduling scheme

Near-optimum performance,
low latency, real time

2r-SAE alg., ASA alg.,
DRL with ASA and 2r-SAE

[21] Resource allocation in the
edge systems with the ML
approaches

Lower cost, same
performance with the other
approaches

Priority driven clustering
based on k-means, DQN
training for computation
task offloading, DQN based
computation task offloading
scheme

[22] Efficient resource
allocation, energy
consumption and
load-balancing scheme in
heterogeneous structures in
the MEC-based systems

Low latency, efficient
computational complexity

Iterative joint subchannel
and power allocation alg.,
Successive convex
approximation based power
allocation alg. based on
logarithmic approximation,
Joint computation
offloading and resource
allocation alg.

[23] Optimum task allocation
approach with TCA-IPSO
algorithm developed based
on genetic algorithm

53.8% and 36% reduction in
average task completion
time from two similar
algorithms

TCA-IPSO algorithm

[24] DRL-based efficient
resource allocation
framework

Low task completion time,
less resource usage

DQN with multiple replay
memories

[25] Optimum task offloading
and resource allocation
approach in C-RAN and
MEC integrated systems

59% reduction in energy
consumption, 57%
reduction in average task
delay

Matching game based
subchannel allocation alg.,
Dynamic task offloading
and resource allocation alg.

[26] DFL-based resource
optimization approach in
smart industries

High efficiency, data privacy
protection

Proposed decomposition
relaxation based algorithm

[27] Stackelberg game model
running on the MEC
systems for market analysis
and using DFL results in the
cloud

Maximizing benefit for all
market participants

No algorithm

[28] Optimization model for
gateway placement,
resource allocation and
routing in NFV-enabled IoT
systems

Near-optimum results with
low calculation time

Neighborhood generation of
gateway placement and
multihop routing,
Neighborhood generation of
service placement

(continued)
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Table 22.3 (continued)

Paper Method description Advantage Developed and used
algorithm(s)

[20] RL based joint
communucation and
computational resource
allocation mechanism

Reduce in energy
consumption and processing
time, QoS support

RJCC, Q-Offloading,
L-Migration

[29] Transmission speed and
resource allocation model in
Green IoT

High QoE performance Resource allocation based
on SPT, Resource allocation
based on SPTC, Resource
allocation based on DQN

[31] RNN-based resource
allocation model using
NOMA technology for
heterogeneous IoT

Low computational
complexity and energy, high
power

Stepwise peeling alg. for the
subchannel assignment of
the primary users,
Reweighted message
passing alg. for the
subchannel assignment of
the secondary, The learning
alg. for training tied
parameter

[32] Maximum speed resource
allocation scheme for
NB-IoT systems

High speed, energy saving,
and overall improvement

Iterative efficient and
reliable radio resource
management procedure

[33] Steckelberg-based resource
allocation scheme in IoT
systems with many sensors
and HAP

High power, less cost for
HAP and sensors

Mean field control
algorithm for the HAP and
sensor nodes

[30] Development of online and
two time-scale resource
allocation algorithm and
Lyapunov based scheme

Energy and spectrum
optimization, efficient
resource allocation

Channel allocation alg.,
Two timescale resource
allocation alg.

[34] OFDM-based resource
allocation model that avoids
interference and jams

Appropriate and effective
for resource constrained IoT

Subcarriers assignment of
multi-user OFDM system in
IoT network, The joint code
length and power allocation

[35] Q learning based algorithm
for anti-interference and
proper channel allocation in
multi-channel systems

Channel allocation at the
proper SIR level,
non-collision transmission

SIR based slot allocation

[36] MDP-based resource
allocation approach for
channel and power
allocation

Better performance, low
computing and long
network life

Efficient channel allocation
alg., Matching initialization
alg., MDP based power
allocation alg.

(continued)
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Table 22.3 (continued)

Paper Method description Advantage Developed and used
algorithm(s)

[37] Large-scale resource
allocation approach with
Dinkelbach,
Jacobian-ADMM
algorithms

Scalable, optimum energy
consumption and latency

ADMM and Dinkelbach
based resource allocation
alg., Jacobian-ADMM
based resource allocation
parallel alg., Game and
Jacobian-ADMM based two
layer iterative resource
allocation alg.

[38] DRL-based efficient
resource allocation scheme

Energy saving, QoS support,
efficient resource allocation

Resource management with
coordinated multi-agent
DRL-PER

[40] Markov approximation
based resource management
scheme in
satellite-terrestrial networks

Increase resource usage,
decrease total latency

MCPR alg., MCRC alg.

[39] Graphically based resource
allocation approach for ultra
reliable low latency
communication

Balanced traffic, spectrum
efficiency, fast resource
allocation

No algorithm

[44] Priority queue based task
management algorithm and
lightweight IoT application
scheme

High performance, low
latency, secure
communication

Priority assignment
algorithm, management of
fog nodes

22.4 Open Problems

In this section, open problems and future directions for resource management and
allocation in the IoT systems are offered. Many studies are carried out in this area.
However, ML approaches are just beginning to be integrated. Therefore, open prob-
lems for the future works on the issue of resource management and allocation of the
resource-constrained systems can be listed as follows:

• IoT systems have become more effective with ML approaches. For this reason,
resource allocation methods that are supported by IoT systems and machine learn-
ing cooperation and are more effective than traditional methods can be developed.

• Many different devices can work together in IoT applications. Therefore, interop-
erability can be increased by developing an effective resource allocation method
in the IoT systems that share heterogeneous resources to heterogeneous devices.

• In IoT applications with continuous data flow from end devices, some tasks are
likely to wait for very long periods. To solve this problem, ML and optimization
methods can be combined to provide a balanced and fair resource sharing between
devices.
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• In IoT systems where spectrum and transmission channels are shared to end
devices, there may be an overload on a certain channel. To overcome this chal-
lenge, by providing fair channel allocation, overflows that may occur in channels
and insecure transmissions can be prevented.

• Computational complexity can be reached to optimum levels when designing
ML and optimization-based approaches for more efficient resource allocation in
resource-constrained systems. Thus, by integrating these methods developed with
existing resource-constrained systems, performance can be increased with lower
computational costs.

• Priority-based resource allocation and task management approaches can be devel-
oped for tasks transmitted from IoT edge devices to the fog, cloud, or edge com-
puting systems. Thus, urgent processes can be prioritized.

• In IoT systems, resource allocation algorithms can be developed by considering
network congestion because data privacy problems may occur in cases of conges-
tion and overflow.

• ML-based resource allocation approaches can be developed by extracting the fea-
tures for field-specific processes in IoT systems developed specifically for health,
industry, smart city, smart home systems, sports, military, agriculture.

• DRL-based approaches can be improved for resource allocation and management
in IoT systems, which have been widely used in recent years.

• Similar to [44], high-performance resource management algorithms can be devel-
oped in IoT systems.

• Multivariate quadratic and cubic polynomial based identification approaches [41]
and key exchange approaches [42] are proposed for quantum resistive IoT applica-
tions. Similarly, methods based on post-quantum cryptography can be developed
for IoT systems.

22.5 Conclusion

Today, IoT technologies continue to be developed and adopted rapidly. IoT infras-
tructures provide effective results in applications such as remote control of systems,
monitoring an object, and reporting status. In IoT networks that have many hetero-
geneous resources and serve heterogeneous devices, the sharing, management, and
allocation of resources are extremely important for the overall performance of the
system. In IoT applications, there are different shared resources such as channels,
spectrum, transmission media as well as server resources such as the cloud, fog, edge
computing.

In this study, the cloud, fog, and edge computing approaches that provide server
resources to IoT systems and have a very important place in these systems are
examined. Resource management mechanisms in the IoT systems are classified and
resource allocation studies are reviewed. Also, these studies are analyzed in detail
and future work suggestions for open problems are offered.
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Considering the studies in recent years, the results of the researchers’ studies on
resource management and allocation in IoT systems are as follows:

• It is observed that in IoT systems, they tend to focus more on MEC structures as
a server resource center and try to find solutions to open problems in this area.

• It can be said that they focus on systems with low energy, low latency, and low
computational complexity, high efficiency, and supplying QoS requirements in the
allocation of transmission environments and server resources.

• It is concluded that they tend tomachine learning and artificial intelligencemethods
such as DQN, DRL, and optimization methods such as game-based approaches,
MDP, genetic algorithm, and Lyapunov.
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Chapter 23
An Empirical Evaluation of Artificial
Intelligence Algorithm for Hand Posture
Classification

Asad Hussain, Syed Sajjad Hussain, Muhammad Moin Uddin,
Muhammad Zubair, Pardeep Kumar, and Muhammad Umair

Abstract During the past decade, an intensive growth of Human–Computer Inter-
action (HCI) has been evolved. It includes, but is not limited to, Virtual Reality,
Augmented Reality, Voice Control Systems, EEG-based systems, etc. Primarily,
HCI is the hybridization of Information & Communication Technology and Bio-
metric. Besides, the biometric inputs like Human Face, Voice, Physical actions,
EEG signals, etc. are cascaded with the computing module for robust and intelli-
gent decision making. The hand postures are one of the most common biometric for
system automation & feedback. In this study, exhaustive empirical research of the
machine learning algorithm for hand posture classification has been established. In
this connection, a recent dataset, ‘Mocap Hand Postures Data Set,’ has been opted
to employ the different variants of the machine learning algorithm. To the best of
the knowledge, the exhaustive comparative study on the said dataset is found to be
deficient in the literature. Primarily the principal focus is to identify the best candi-
date for real-time hand posture classification. Moreover, the performance of each
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method has been rigorously measuring as a function of training accuracy, testing
accuracy, prediction speed, and training time. Besides, the percentage recognition of
each corresponding class is illustrated using the respective confusion matrix.

Keywords Artificial intelligence ·Machine learning · Classification · Prediction ·
Virtual reality · Human–computer interaction · Augmented reality

23.1 Introduction

The recent growth of information and communication technology (ICT) has played
a catalytic role in a variety of applications like education, business, government,
everyday life activities [1]. This also has up- lifted the scope of HCI in the realities
of application areas such as security, medical, entertainment, education, etc. [2]. The
nascent trend of HCI in the modern-day world has motivated researchers to devise
robust dataset and classification models for controlling and automating real-time
applications [3]. In this connection, the different dataset has been designed for the
verities of forms [4]. HCI with hand gestures plays a vital role as human sometimes
relies on their hands to communicate and interact with their environment. So, hand-
gesture-based models are prominent from other approaches by providing an easy and
natural way of communication and interaction. Many studies have been conducted
to evaluate hand- gesture-based techniques, constraints, and how their effectiveness
can be increased [5].

MoCap Hand Postures Data Set is one of the recent datasets for hand posture
classification. In the literature, very few works have been reported on this dataset to
identify the best classification algorithm. This has created the pressing need to devise
a comprehensive study to advocate the best candidate classifier for this dataset. The
old-style two-dimensional Human-Computer Interaction (HCI), which is keyboard
and mouse, cannot handle complications of the latest Virtual Environment (VE)
applications. Instead, those applications require the utilization of technologies and
different modalities and their integration to create an immersive user experience
[6]. There are many difficulties and constraints in the recognition of hand gestures
accurately from images as the human hand structure is very complex, and they have
versatile shapes [7]. Once the hand is located, hand gesture recognition (HGR),
focuses on inferring predetermined gestures to independent signs which are mostly
static and can be classified by machine learning pattern classifiers algorithms i-e
K-Nearest Neighbors (KNN), Support Vector Machine, Hidden Markov Models,
Principal Component Analysis (PCA) [8, 9].
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23.2 Literature Review

Hand gesture recognition is accomplished in two ways, glove based electromechan-
ical approach (used in this study) and the other one is a vision-based approach [9,
10]. Motion capture (MoCap) generally refers to techniques and ways for modeling
the movement of a body during an activity. This normally involves the coordinated
action of the subject’s face, hands, and other body parts [11].

Humans use gestures to interact with their surroundings in the early stages of
development. The human also uses gestures as facial expressions, body movement,
pointing finger, etc. gesture patterns that are used to control applications should
be easy to perform and memorize [12]. A large number of innovations are done
through human gestures and human gesture recognition machines. Body language
is an essential way of communicating between humans, especially in cases of dumb
and deaf peoples. In only India, almost 63 million peoples are suffering from hearing
loss [13].

Motion capture or Mo-cap is a technique to capture and analyze human expres-
sions. Mo-cap has been used widely to animate graphics figures in motion pictures.
Most motion capture camera systems are expensive, cumbersome, time-consuming,
and intrusive. These drawbacks not only avoid Mocap data from easy to use, but it
might make it impractical for other applications [14]. Human-Computer Interface
(HCI) can be helpful for the entertainment industry as well where the control of
personalized computer graphic model is based on appearances, shapes, and motions
which are captured. It is developing the end products more believable [15]. Control
Applications where the transduced motion or pose is used to govern something.
Games interfaces are the best examples of this. HCI can also be used entertainment
industry where the controller of personalized computer graphics models is based on
appearances, motion, and shapes, and motion, which is making the products more
believable [15].

A static hand posture is the one in which the hand remains still in a certain position
such as a closed fist, holding, etc. whereas a dynamic gesture involves motion of the
hand, fingers, and arms, e.g., waving, shaking, etc. [16]. There are three non-vision-
based procedures for monitoring orientation and hand position, which are inertial
tracking, magnetic and acoustic. A transmitter device releases an alow- frequency
magnetic field. From that magnetic field, the receiver, which is a small sensor device
determines its orientation and position, which is relative to a magnetic source [17].
In recent times, the interaction of humans with computing devices has become so
advanced that it has now become a necessity, and we cannot even live without it.
We have embedded technology in our daily lives that we are now using for our
daily routine tasks like marking attendance, communication, and even for the sake
of entertainment, etc [18].

Primarily there are three main methods in analyzing hand gestures vision-based,
glove-based, and analysis by drawing gestures. The glove-based approach works by
sensors that can be optical and can also be mechanical which are attached to the
glove. The transducer converts finger flexions into electrical signals, which are used
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to determine hand posture [19]. Human Motion Capture (MoCap) is often used to
conduct a study on musculoskeletal biomechanics and also clinical problems. It also
provides animations to the entertainment industry. For capturing human motions, the
most popular technique is using markers that are placed on the skin, even though it
has some serious drawbacks [20].

23.3 Classifiers

23.3.1 Decision Tree

A decision tree (DT) is a supervised learning technique. A Decision Tree (DT) is
the representation of various decisions and their possible significances graphically,
which include but are not limited to chance like events, utility, and resource cost [21].
It is a machine learning algorithm that is a decision support tool that uses a graph
that resembles a tree structure or model of decisions. There are mainly three parts
of a decision tree internal node, Branch, and Leaf Node [22]. This algorithm can be
used in both classification and regression problems. The variants of a decision tree
used in this study are Fine tree, Medium tree, and coarse tree.

23.3.2 Discriminant Analysis

It is an algorithm used in machine learning to find a combination of features that
characterize two or more classes of events. The result combination can be used as a
linear classifier. It can also be used in regression [23]. The variants of discriminant
analysis used in this study are linear discriminant and Quadratic Discriminant.

23.3.3 Support Vector Machine

SVM is a discriminative classifier that separates two linear classes by a hyperplane. In
supervised learning, when labeled training data is inputted, SVM outputs an optimal
hyperplane, which categorizes new examples [24]. The variants of SVM used in this
study are Linear SVM, Quadratic SVM, Cubic SVM, Fine Gaussian SVM, Medium
Gaussian SVM, and Coarse Gaussian SVM.
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23.3.4 K-Nearest Neighborhood

AKNNalgorithm is an approach to classify data that estimates that how possible data
point is to lie in one group or the other depending on in which group data points close
to it are in [25]. The variants of K-NN used in this study are Fine K-NN, Medium
K-NN, Coarse K-NN, Cosine K-NN, Cubic K-NN, and Weighted K-NN.

23.3.5 Ensemble

Ensemble classifier refers to a group of individual classifiers which are collec-
tively trained in a dataset [26]. The variants of ensemble classifiers used in this
study are Boosted trees, Bagged trees, Subspace discriminant, Subspace K-NN, and
RUSBoosted trees.

23.4 Dataset

The dataset includes 5 gestures which are static (hand poses) and is captured against
ten users by using a Vicon motion capture camera system, and there is a glove on
which infrared markers on certain joints are attached. A rigid pattern on gloves’ back
was used to establish translation and rotation invariant local coordinate system. The
gestures which were captured were pointing with one finger, fist, flat hand, pointing
with two fingers and fingers curled (grab). Hundreds of instances of each gesture
were captured in streams where the user held the gesture for a short time. All the
missing values, values in 0, and markers more than 200 mm from the origin and
which transformed to local coordinates were all removed [27]. The details of the
dataset and its attribute information can be referred from the data source [27].

.

23.5 Analysis and Results

The main focus and objective of this research are to give a detailed overview of the
comparative study of different Artificial intelligence classification algorithms w.r.t to
its different parameters to classifyHand posture. For this purpose, we usedMATLAB
(classification learner App) 2018 as a tool. This app contains various classification
algorithms with its different variants which are discussed in this research.

TestedML algorithms have a set of results based on different classification param-
eters. The list of tested parameters is “Training Accuracy (%),” “Testing Accuracy
(%),” “Prediction Speed (10 K-Obs/s) ”, “Training Time (s).” Through these parame-
ters,wefind themost competent and capable classification algorithm. In classification
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AlgorithmsMain parameter to check and validate the algorithms is Testing Accuracy
(%), as shown in the reading Table. According to the reading table, as seen that Fine
Gaussian SVMgot the highest testing accuracy, which is then succeeded by Subspace
KNN. We select 96% as the minimum threshold so that the total algorithms that lie
in this are listed from highest to lowest rank: bagged Trees, Fine KNN, Weighted
KNN, Cubic SVM, Medium Gaussian SVM. If we talk about another Measurement
parameter second in precedence is Prediction Speed. The top two algorithms w.r.t
to Prediction speed are Coarse Tree and Medium Tree. Fine tree secured third place
in terms of Prediction speed. The third parameter, which is necessary to check the
performance of the Algorithm is Training Speed. According to the reading table, we
can state that Cubic SVM and Fine Gaussian SVM are the top two algorithms in
terms of Training Speed. Quadratic SVM, Cubic KNN are the further two in rank
third and fourth in the list. In the account of Training Accuracy, Fine Gaussian SVM,
Fine KNN,Weighted KNN, Bagged Trees, and Subspace KNN all stated have 100%
training accuracy. Cubic SVM is in the second rank, with a training accuracy of
98.5%. Concluded from all above that Fine Gaussian SVM is the most optimal and
efficient Machine Learning algorithm for the classification of hand posturing. Its
reading for parameters are, For Training Accuracy 100%, Testing Accuracy 100%,
Prediction Speed 0.049, and Training Speed 298.24 all these measurements can be
seen visually in the form of a graph.

Furthermore, detailed reading and observation for all 22 tested classification algo-
rithms are shown in Table 23.1. It also illustrates the confusion matrix for each algo-
rithm by which the performance of every candidate can be validated. The table also
contains values for True positive and false negative for all algorithms Detail table is
stated below

In addition to the empirical evaluation, this study also submits the graphical illus-
tration of the testing result. In the following figure, the testing result of each algorithm
is presented with the corresponding label. The testing graph illustrated the relation
of True values in blue color on X-Axis (Samples) against the classified value in red
color at Y-axis (Output). In these figures, The true value is representedwith blue color
and the algorithm classified result is shown with red color. The correct recognition
is the point where both curves intersect for the corresponding sample. The graphical
results also advocate for the Fine Gaussian as the optimal algorithm for this problem
domain (Fig. 23.2).

23.6 Conclusion and Future Work

It is evident from the Literature review that detail investigation upon the selected
dataset is witnessed to be scarce in the past. As stated above the main focus of this
study is to figure out the best algorithm based on several Measurement parameters,
testing accuracy (%), Prediction Speed (Obs/sec), Training Time (Obs/Sec), and
training accuracy (%) along with its confusion matrix and values of True positive
and false negative The same can be visualized in testing graphs and for a detailed
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Fig. 23.1 Comparison w.r.t training accuracy, testing accuracy, prediction speed and training speed

view of every calculation is outlined in and Table 23.1. A vital part of verified
classification performance of ML algorithms is testing the accuracy of a particular
Candidate, as shown in Table 23.1. Fine Gaussian SVM is the most optimal and
efficient Machine Learning algorithm for the classification of hand posturing. It’s
reading for parameters are, For Training Accuracy 100%, Testing Accuracy 100%,
Prediction Speed 0.049, and Training Speed 298.24. We can say that Fine Gaussian
SVM is the best ML classification Algorithm, and the least feasible algorithm is
Linear Discriminant for the said dataset. As a future work new robust variants of
Deep learning algorithm are suggest to devise a pre-trained model.
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Fig. 23.2 Testing accuracy curve of ML algorithm
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Fig. 23.2 (continued)
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Fig. 23.2 (continued)
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Chapter 24
Framework for Mid-Air Traffic Collision
Detection Using Data Analytics

Rohail Qamar, Raheela Asif, Pardeep Kumar, and Syed Abbas Ali

Abstract Flight safety is a wide area ranging from human life to aircraft. One of
the biggest risks is lack of communication or communication failure between the
pilot and air traffic control tower can lead to flight delays and catastrophic accidents
not just destroying the aircraft but also losing hundreds of human lives. The purpose
of this study is the betterment of aircraft safety. We developed a system using data
analytics, which creates an environment in the aircraft’s cockpit by providing the
pilot with a visual system. It allows identifying the neighboring aircraft that lies in
the proximity of one aircraft. Generating the alert and warning that other aircraft
comes in that radius. This system tries to ensure the maximum possible safety of the
aircraft in a mid-air collision.
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24.1 Introduction

24.1.1 Research Work Description

The framework is a web-based application that will assist the pilot in making
decisions in the emergency in case of communication failure between ATC (Air
Traffic Controller) and captain. It takes historical ADS-B (Automatic Dependent
Surveillance-Broadcast) raw data and then displays insights, mapping of proximity
the surrounding area of the aircraft on the world map, generates alerts in case of other
aircraft enters the proximity of the aircraft. Predicts the collision time, so the pilot
would easily take the decision to change the position of the aircraft.

Aircraft feeder sends data to ADS-B receiver it will then upload on to ADS-BAPI
(Application Programming Interface) so we can fetch raw data from it. Extraction
of meaningful information using data cleaning and preprocessing. Finally, the data
are shown in the form of different charts, graphs and map the visual representation
on the dashboard.

The goal of the presented framework to develop a dashboard-based web applica-
tion that provides a second personal eye to the pilot that will allow making decisions
on their own in case of communication failure. Determine the threshold values for
altitude, latitude, longitude, proximity to avoid a collision.

24.1.2 Research Significance

The framework is intended to develop consists of a visual dashboard that could
be integrated into the pilot’s cockpit, which will be visualized to the pilot. It will
monitor the surroundings such as other aircraft in the proximity by analyzing their
coordinates, speed, and direction. The system extracts the required data fields from
this API and after data filtering plot the aircraft and depict proximity around the
aircraft.

It is a 3-tier proximity level of an aircraft that range from 9 to 28 km (5–
15 nm). This proximity level is the area around the aircraft, whether in mid-air or
landing, or even taking off. The 3-tier proximity is further discussed in detail in the
section methodology. This proximity area around the aircraft will have the following
attributes or elements in it.

1. Aircraft in the proximity
2. Speed of the aircraft
3. Position and Direction of the aircrafts.

This mapping is done using the raw data from JSON (JavaScript Object Notation)
file. The raw data originate from the ADS-B API. It consists of a count of almost
50+ attributes which were to be brought down to only the attributes that were useful
for us in developing the visual system. These attributes that were used to map the
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aircraft were just around 10 attributes that deemed important. This was done using
the cleaning process that will get to in the later sections.

The beneficiaries of the proposed solution are the aviation industry for enhance-
ment and betterment. They will now have the ability to perceive the environment
and take decisions accordingly. The web-based application includes the following
features.

• Dashboard
• Authentication and authorization
• Admin panel
• Mapping of proximity and aircraft in that vicinity
• Generates alerts and warning.

The goal of this proposed work is to find, identify collision detection and generate
the alert so pilots can easily take their own decision if there is a communication failure
or gap between ATC [1–3].

24.2 System Description

The proposedwork is based on 4major subsystems that make it up as awhole system.
These subsystems are the major building foundation of the whole system. Each of
the subsystems has defined roles and jobs that they conduct. These subsystems rely
on each other for inputs and outputs to generate the final output of the system. The
major subsystems are.

24.2.1 Data Acquisition

Every aircraft in the world either it is in the air or land, feeds out data to the ADS-
B system through a sensor placed inside the aircraft [4–7]. This data is recorded
every 8 s and is refreshed in an interval of every 8 s. This data contains almost 50+
attributes out of which some of them are missing at times, but the data that is of
use to the system consists of so far 20+ attributes that we have used in our system.
These attributes are the speed of the aircraft, the latitude, longitude, altitude, aircraft
type, ICAO (International Civil AviationOrganization) identifier of the aircraft, engi-
neering companies, and the engine type of the aircraft, etc. The online real-time API
has not been available for some time and as of now stale data is accessible, but it is
expected to be made available soon.

This data is extracted which then makes use of this data, by extracting the useful
features of the data bypassing it through cleaning andfiltering operations,which yield
the useful data, which is then implemented by the application to analyze and generate
results on the data. The data comes in the form of the JSON format. Figure 24.1
illustrates the preparation of data in the presented framework.
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Fig. 24.1 Data preparation

24.2.2 The Safety Toolkit

This subsystem is where all the calculations and the visualization algorithms are
deployed in the system. Here, we deal with the proximity visualization algorithm
and the alerts calculations, which are all then passed onto the reporting subsystem.

This subsystem first takes input from the Data API as the attributes that are
conveyed to the application in from JSON list. The application uses an algorithm to
process the attributes to gain insight from them. It performs two major operations as
a whole subsystem. These operations are as follows:

• Visualizing the Proximity
• Insights for Alerts.

This visualization is based on a 3-tier proximity level, which will be defined later
in the methodology section. This mapping is used to draw the whole map of the
world and the aircraft are then placed on the maps with their respective attributes.

This operation concludes by passing on the visualization to the client subsystem
and the alert insights to the reporting subsystem which then displays the information
to the client. The overall flow is shown in Fig. 24.2.

24.2.3 The Reporting

Figure 24.3 shows the subsystem is responsible for the successful reporting of the
alerts and the risks to the client by using certain data transfer techniques. This occurs
after the proximity visualization phase by the toolkit subsystem and works on the
data provided by the toolkit to analyze the risks for the pilot or the client.

24.2.4 The Client/Pilot

This subsystem occurs in the form of a dashboard. It conveys the necessary infor-
mation to the pilot or the other concerned authorities such as the ATC, the aircraft
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Fig. 24.2 Safety toolkit flow
diagram

Fig. 24.3 Reporting flow
diagram

carriers, or owners. Figure 24.4 shows the client with a visual dashboard that inte-
grates the map and the proximity component from the toolkit subsystem with the
reporting insights and alerts from the reporting subsystem.
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Fig. 24.4 Client flow
diagram

24.3 Methodology

A detailed explanation of the methodology that is being used to complete this
framework & achieve the required goals with a working prototype.

The Front-end is based on HTML/CSS, JavaScript, and jQuery. Similarly, the
back-end contains Python programming language and databasesMySQL andMongo
DB. SQL is used for user authentication and authorization andMongoDB for storage
ofADS-Bdata and alerts. Flask is used as theweb framework,while the folium library
is used for the interactive map.

24.3.1 Developing the Proximity Algorithm

It is very important to follow the KPIs (Key Performance Indicators) of the Federal
Aviation Administration for the aircraft separation. There are two types of separation
of aircraft which are to be considered.

1. Vertical separation
2. Horizontal separation.

The consideration in vertical separation is that aircraft flying less than or equal to
29,000 ft (8839 m) must maintain the separation of at least 1000 ft (305 m) vertically
unless both aircraft are separated horizontally as illustrated by Fig. 24.5. If aircraft
flying above 29,000 ft, then vertical separation will be 2000 ft (610 m).

The horizontal separation standard between aircraft flying at the same altitude is
5 nm (9260 m). This 5 nm is the red zone in the proximity algorithm [8–11]. Three
proximity levels are defined.
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Fig. 24.5 Separation
standards

Table 24.1 Separation
standards for commercial
aircraft at most 29,000 ft

Sr. No. Latitude and
longitude

Altitude Proximity

1 ≤5 nm <1000 ft Red zone

2 >5 nm and
≤10 nm

<1000 ft Warning zone

3 >10 nm Not concerned Green zone

Table 24.2 Separation
standards for commercial
aircraft above 29,000 ft

Sr. No. Latitude and
longitude

Altitude Proximity

1 <= 5 nm <2000 ft Red zone

2 >5 nm and
≤10 nm

<2000 ft Warning zone

3 >10 nm Not concerned Green zone

1. Red region 5 nm
2. Yellow region 10 nm
3. Green region 15 nm.

When the aircraft is in the green region, there will be no alerts as this is a purely
safe region. As soon as the airplane reaches the yellow region the application starts
a warning alert with a flashing yellow screen sound. Finally, if it hit the worst-case
scenario which is the red region the alert becomes more with a red alert flashing
screen with the sound. Above all this, it will also give the ETC (Expected Time of
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the Collision) (Tables 24.1 and 24.2) describe the separation atmost 29,000 ft and
above 29,000 ft.

After defining the proximity parameters, the next step is to determine the distance
between selected aircraft and its neighboring aircrafts usingWGS-84, and Eq. (24.1)
is the foundation to find the expected time of the collision between two aircraft. This
can be found by dividing the distance by the true airspeed. If there is no wind, then
true airspeed becomes ground speed andmaking this assumption because the ADS-B
data contains the ground speed of the aircraft.

Time(T) = D/GS (24.1)

Here relative speed is considered because both the objects are in motion [12].
Hence the Eq. (24.1) becomes;

T = D/(GS1 + GS2) (24.2)

Equation (24.2) describes the GS1 and GS2 as the ground speed of both aircraft
that are in contact with each other in the 3-tier proximity level.

24.4 Results and Discussion

After building the proximity of the algorithm, the system is tested on the historical
data and also interpolates some dummy aircraft in the proximity to check theworking
of the algorithm.When an aircraft is in the green zone, then there will be no sound. If
the aircraft is in the yellow region (10 nm) it will start giving the flash warning beep
sound proximity. If the aircraft comes in the red proximity (5 nm) of the other aircraft,
it will start giving the red alert beep. The alert will display the ICAO number of the
aircraft its source and destination location as taken fromADS-BAPI, its coordinates,
and the expected time of the collision.

The black color aircraft is the selected one. The algorithm creates the 3-tier prox-
imity and then start analyzing around its surrounding. Figure 24.6 illustrates the three
aircraft are in the radius two of them are identified as red because they have horizontal
separation less than 5 nm when altitudes are almost identical. The one aircraft is in
the green color due to the vertical separation when latitudes and longitudes are the
same. The application will start generating the alerts on the web application when the
other aircraft reach the yellow or red proximity tier with the screen flashing sound.

Figure 24.7 shows the two aircraft identified as golden in color due to they are in
the yellow region (warning). The one aircraft is in the green color due to the vertical
separation when latitudes and longitudes are the same.

The application will notify the pilot by showing the relevant details in the form
of a table such as ICAO, model, coordinates in latitude, longitude, and altitude, their
speeds in knots, horizontal andvertical separation in the nauticalmile (nm), proximity
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Fig. 24.6 Aircraft in the red region

Fig. 24.7 Aircraft in the yellow region

level of the surrounding planes along with the expected time of the collision. Table
24.3 summarizes all the attributes in one place.

24.5 Conclusion and Future Works

The framework can serve as a prototype for the aviation industry. The web-based
application is live and deployed in the cloud environment. The proximity is checked
to see both the horizontal and vertical separation of the aircraft with the other aircraft.
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Table 24.3 Proximity details

ICAO Model Coordinates
(lat, long, alt)

Speed
(kt)

Horizontal
sep (nm)

Vertical
sep (nm)

Proximity ETC

780186 Airbus
A321
231

(39.15250, −
110.637079,
15,125)

410 None None Black None

758550 Airbus
A320
216

(39.08525, −
110.697079,
16,500)

487 4.909295 1375 Green 20 s

78006C Boeing
737NG

(39.07571, −
110.569153,
15,575)

315 5.590281 450 Yellow 28 s

798042 Airbus
A319
132

(39.00746, −
110.652450,
15,000)

390 8.723944 125 Yellow 39 s

Then it will notify the alert on the screen, so even in the worst case when there is no
communication with ATC. It will assist the pilot.

There are tremendous challenges of the aviation industry, thus the study can be
further continued in research work. Important future work is to analyze runway
throughput, taxi processes, and continuous descent operations. Furthermore, the
research work can shift from stale data to real-time data.
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